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Thermophoretic Deposition of 
Particles in Natural Convection 
Flow From a Vertical Plate 
An analysis is made for thermophoretic transport of small particles through a free-
convection boundary layer adjacent to a cold, vertical deposition surface. The 
gas-particle, boundary layer equations are solved numerically for both laminar and 
turbulent flow. The numerical results indicate that, for a fixed set of boundary 
conditions and physical properties, the particle concentration at the wall in the 
laminar flow is very close to that in turbulent flow. A simple expression is suggested 
relating the particle transport rate to the heat transfer coefficient for the laminar 
and turbulent flow regimes. 

Introduction 
Small particles, such as dust, when suspended in a gas with 

a temperature gradient, experience a force in the direction 
opposite to the temperature gradient. This so-called ther
mophoretic force is utilized in air-cleaning devices to remove 
submicron- and micron-sized particles from gas streams. The 
deposition of particulate material on heat exchanger surfaces 
with the concomitant reduction of exchanger effectiveness has 
been attributed to therophoresis. The subject of the ther
mophoretic deposition of radioactive particles is currently one 
of importance in view of its relevance to postulated accidents 
in a nuclear reactor. 

The initial studies of thermophoretic transport involved 
simple one-dimensional flows for the measurement of the 
thermophoretic velocity (see, e.g., Goldsmith and May [1]). 
Recently, Talbot et al. [2] numerically solved for the velocity 
and temperature fields in the laminar boundary layer adjacent 
to a heated plate. Using several available theoretical ex
pressions for the thermophoretic force (or transport coef
ficient), they calculated the trajectory of a particle entering 
the boundary layer. Measurements of the thickness of the 
particle-free layer next to the heated plate were compared with 
the calculated trajectories and it was found that the theory of 
Brock [3], modified slightly to fit the data for very small 
particles, gave the best overall agreement with the 
measurements. They also found good agreement of the ex
perimental data obtained by others with their modified 
formula of Brock. For a review of the data and the theoretical 
expressions for the thermophoretic velocity, Talbot et al. [2] 
should be consulted. 

The first analysis of thermophoretic deposition in a flow 
geometry of engineering interest appears to be that of Hales et 
al. [4]. They solved the laminar boundary layer equations for 
simultaneous aerosol and steam transport to an isothermal 
vertical surface situated adjacent to a large body of an 
otherwise quiescent air-steam-aerosol mixture. Their analysis 
of particle deposition in natural convection flow was com
plicated by the simultaneous occurrence of diffusiophoresis, 
which is a transport of particles owing to a vapor con
centration gradient. The calculated results reported in [4] were 
limited to wall-to-bulk fluid temperature ratios T^IT^ only 
slightly less than unity. In this limiting case, the particle 
concentration at the wall is essentially equal to that outside 
the boundary layer and, therefore, the particle deposition rate 
can readily be calculated from published solutions for the 
temperature field or correlations of the local heat transfer 
rate. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
8, 1983. 

Thermophoretic deposition in laminar flows has also been 
studied theoretically by Goren [5] and by Walker et al. [6]. 
Goren treated the thermophoresis of aerosol particles in the 
laminar-compressible, boundary layer flow past a flat plate, 
while Walker et al. studied thermophoretic deposition in 
laminar flow through a tube. 

Consideration is given here to the deposition of aerosol 
particles on a cold vertical plate in a natural convection 
boundary layer. The study to be reported includes both 
laminar flow and the practically important case of turbulent 
flow. This study involves an important quantitative difference 
from the problem studied by Hales et al. [4] in that the bulk 
gas temperature s allowed to exceed the plate temperature by a 
considerable amount (highly cooled wall). In this case the 
particle concentration at the wall is unknown and must be 
determined from the solution of the conservation equation for 
the particle field before the flux of particles to the wall can be 
computed. 

Physical Model 

Consider a warm gas containing suspended aerosol particles 
exposed to a cold vertical plate that is maintained at tem
perature Tw < Ta. The temperature gradient established in 
the downward moving free-convection boundary layer be
tween the plate and the quiescent gas-particle mixture drives 
the particles towards the plate, where they deposit. Here we 
shall assume that the particle concentration is sufficiently 
dilute so that the physical properties of the mixture are those 
of the gas phase. Hence the particle mass per unit volume of 
gas should be much less than the gas density, or d3 Nps/p « 
1. For most solids and gases at standard conditions, ps/p is of 
order 103. Thus the concentration level of, say, l-/xm-dia 
particles necessary to strongly influence mixture properties 
must exceed about 108 particles per cubic centimeter of gas. 

Particles of only a single size are assumed to be present in 
the gas. This implies that the particulate matter is sufficiently 
dilute that pairs or groups of particles may be considered 
noninteracting. This assumption places a more serious 
restriction on the particle concentration than that mentioned 
in the foregoing. It is well known that high number density 
aerosols rapidly coagulate by random thermal (Brownian) 
motion, and furthermore, experimental evidence indicates 
that coagulation results from nearly every collision between 
two particles [7]. As the particles coagulate, the particle 
concentration decreases and their sizes increase at a rate 
dependent on the local particle concentration. The 
coagulation time is defined here to be the time required for the 
particle field to reduce its concentration by 10 percent, viz, t 
= 0.1 /(CN), where C is the coagulation constant [7] and has 
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the value of about 2.72 x 10~ 1 0 cm 3 s _ 1 for particles in air at 
normal temperature and pressure. The importance of 
Brownian coagulation within the free convection boundary 
layer can be assessed by examining the ratio of the 
coagulation time to the time it takes the particles to traverse 
the thickness of the boundary layer &/vT where vT is the 
thermophoretic velocity (see equation (1)). For laminar flow 
with Grx = 109, l-/xm particles, and a vertical distance from 
the leading edge of the plate of x = 50 cm, this ratio indicates 
that the analysis is limited to particle concentrations less than 
107 particles per cubic centimeter of gas. 

It should be mentioned that particles smaller than about 
10 ~2 pan in diameter suspended in gases exhibit a Brownian 
motion that is sufficiently intense to contribute to the particle 
deposition rate. However, for particles with a size of 0.1 /im 
the particle Brownian diffusion coefficient is of order 10 5 

cm2 s ~ ' . Thus for particles of this size or larger the Brownian 
diffusion sublayer is so thin that it does not alter the ther
mophoretic particle deposition rate [5, 6]. The only effect of 
Brownian diffusion is to create a thin particle concentration 
boundary layer allowing the true wall boundary condition of 
zero particle concentration to be satisfied. In the analysis that 
follows, we neglect Brownian diffusion deposition. 

Following a common practice in thermophoretic transport 
analysis, we will assume that in the absence of thermophoresis 
the particles move with the local gas velocity. This assumption 
can be appreciated by considering the ratio of the "stopping 
distance" of an individual particle to the vertical distance 
from the leading edge of the plate x. The stopping distance X, 
a measure of the penetration depth of a particle injected into a 
quiescent gas, is given by (psc?2w)/(18 /x). It is in the region 0 
< x < X near the leading edge where the particles find it 
difficult to couple with the gas motion. Further down the 
plate at distances large with respect to the stopping distance, 
the particles assume nearly gas velocity. Using the maximum 
or peak value of the vertical velocity component in natural 
convection flow, u — 0.3 [gf5(T<„ — Tw)x][/2, the ratio \/xis 
estimated to be about 0.01 for 10-/nm particles in air, Tm — 
T„ = 100°C, and a vertical distance along the plate of only 1 
cm. 

While the particles may move with the gas in the natural 
convection boundary layer at large distances from the wall, 
they may act differently near the wall when the flow is tur
bulent. It is well known that in forced-convection flow the 

rate of turbulent deposition can be of the order of or greater 
than the deposition rates due to Brownian motion, or dif-
fusiophoresis or thermophoresis [8, 9]. The most popular 
description of turbulent deposition from gases involves y-
directional penetration of large particles by inertial effects 
through the laminar sublayer. Indeed, the experimental data 
on deposition from pipe flows show that the ratio of the 
stopping distance based on the friction velocity to a distance 
approximately equivalent to the thickness of the laminar 
sublayer, 5 lam = 5v/(rw/p)U2, is the dimensionless group 
that best characterizes turbulent deposition [8-10]. For forced 
turbulent pipe flow, the dimensionless stopping distance that 
has proved most convenient for deposition data correlation is 
S = (d2u*2ps)/ (18 pv2), where u* is the friction velocity 
calculated using the Fanning friction factor. The experimental 
data indicate that particles for which S < 0.15 follow the gas 
motion near the wall and do not impinge on the wall by the 
inertial mechanism [10]. Assuming that in the region close to 
the wall (plate) in natural convection flow the relation con
necting u* with the peak velocity is the same as that con
necting u* with the free-stream velocity in forced flow, we 
find S = (//400) (d/x)2 (Ps/p) Gvx < 0.15 as the criterion for 
negligible turbulent deposition in natural convection flow, 
where / is the Fanning friction factor. If one introduces the 
typical values Grx = 10", x = 250 cm, a n d / = 0.01, we 
estimate S = 0.04 for 10-/un particles. This is small enough to 
render turbulent (inertial) deposition negligible. In what 
follows, we neglect the turbulent deposition of particles. 

The one significant point to conclude from the foregoing 
discussion is that particles less than about 10 /an in diameter 
follow the streamlines of the turbulent natural convection 
flow everywhere within the boundary layer. Thus the eddy 
diffusion of particles suspended in a turbulent natural con
vection boundary layer should be similar to the eddy diffusion 
of gas molecules, even near the wall, providing the particles 
are smaller than the scale of turbulence. The measurements of 
deposition rates for particles in isothermal, forced-convection 
turbulent flows are summarized in [10]. Indeed, it has been 
found that when the dimensionless stopping distance is small, 
particles deposit in accord with the usual relations for the 
mass transfer of molecular species in turbulent flow, in
dicating that the eddy diffusivity of the particles and of the 
gas are equal throughout the boundary layer. On the basis of 
the previous discussion, it seems reasonable to assume that 

Nomenclature 

d 
f 
F 

Gr, = 

A = dimensionless parameter, 
equation (14) 

C = coagulation constant, cm3 

s"1 

diameter of the particles 
Fanning friction factor 
dimensionless gas flow stream 
function 
gravitational acceleration 
local Grashof number, 
g(3(T„ - T J x V e 2 

j = particle deposition flux, 
particles cm"2 s _ 1 

K = dimensionless thermopho
retic velocity coefficient, 
equation (1) 

n = dimensionless particle con
centration, N/N„, equation 
(13) 

N = par t ic le c oncen t r a t i on , 
particles cm ~3 

Noj = local Nusse l t n u m b e r , 
x(BT/dy),_<>/&„, - T„) 

Pr = 
• S = 

Sh, = 

t = 
T = 
u = 

u* = 
V = 

VT = 

X = 

y+ = 

Prandtl number 
dimensionless particle stop
ping distance 
local Sherwood number for 
particle deposition, equation 
(25) 
time 
temperature 
gas velocity parallel to plate 
friction velocity 
gas velocity normal to plate 
thermophoretic velocity of 
the particles, equation (1) 
coordinate along the vertical 
plate 
coordinate normal to the 
plate 
scaling distance normal to the 
plate for turbulent flow, 
equation (9) 

5 
^lam 

V 

P 
Ps 
7\„ 

compressibility of gas, K _ ' 
boundary layer thickness 
thickness of the laminar 
sublayer in turbulent flow 
eddy diffusivity for turbulent 
momentum, energy, and 
particle transport 
dimensionless similarity 
coordinate, equation (10) 
particle stopping distance 
dimensionless gas tem
perature, equation (13) 
viscosity of gas 
kinematic viscosity of gas 
density of gas 
density of particle material 
shear stress at wall (plate 
surface) 

Greek Symbols 
a = thermal diffusivity of gas 

Subscripts 
w = at the wall (plate surface) 
oo = outside the free convection 

boundary layer 
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this is also the case for turbulent natural convection flow, 
although it would be desirable to have experimental data for 
this flow regime. 

In addition to the assumptions discussed in the foregoing, 
gas physical property variations are neglected, except for 
those density variations necessary to give a buoyancy force. 
The adhesion force between deposited particles and the plate 
is assumed strong enough to prevent resuspension of the 
particles by the natural convection flow. Finally, the local 
similarity form of the boundary layer equations is assumed to 
apply for turbulent natural convection (see the following). 

Governing Equations 

The thermophoretic velocity vT is related to the tem
perature gradient by the equation 

v dT 
T T dy 

(1) 

in which K is the dimensionless thermophoretic transport 
coefficient. As already demonstrated in the previous section, 
contributions to particle transport by Brownian motion and, 
in the case of turbulent flow, particle inertia can be neglected 
in the natural convection boundary layer. The coefficient K in 
equation (1) depends mainly on the Knudsen number—the 
molecular mean free path divided by the particle diameter. As 
mentioned previously, Talbot et al. [2] proposed a 
semiempirical formula for K that fits the majority of the 
available data over a wide range of Knudsen numbers. Using 
their formula, the value of K is found to be about 0.6 for 
submicron-sized particles and decreases to 0.1 for 10-/*m 
particles. Note from equation (1) that only the thermophoretic 
velocity normal to the plate is considered, since the tem
perature gradient in this direction is very much larger than in 
the direction parallel to the plate. 

The flow, heat transfer, and particle transfer processes 
obey the basic principles of momentum, energy, and mass 
conservation. The mathematical statements of these laws take 
on different forms when specialized to the laminar and 
turbulent flow regimes under consideration here. For tur
bulent natural convection flow along a vertical plate, the 
appropriate boundary layer equations are as follows 

du dv 

~r + ir = 0 

dx dy du du 3 f du "1 
U-ta+Vlf-Ty[{' + <)l?\+g(*T-T') 

dT dT d r dT-\ 
u— +v— = — (a + e) — 

dx dy dyl dyi 

dN dN d d ( dN\ 
u T" + v T + T" <>NVT) = T \ e IT ) dx dy dy dy \ dy J 

(2) 

(3) 

(4) 

(5) 

In writing the foregoing expressions, we have made the usual 
assumption that the eddy diffusivity for gas-phase momentum 
e is equal to that for gas-phase energy transport. In addition, 
as mentioned earlier, the eddy diffusivity of particles is 
assumed to be equal to the local eddy diffusivity of the gas. 

Equations (2-5) are subject to the boundary conditions 

M = 0, T=TX, N=N«, a t^=oo (6) 

u = v = 0,T=Tw aty = 0 (7) 
Recall that in the absence of Brownian particle diffusion we 
do not have a condition to be satisfied by N at the plate 
surface (y = 0). A nonzero particle concentration at y = 0 
must be determined from the solution of equations (2-5).' 

As is usual in the analysis of turbulent natural convection 
problems, we choose an expression for the eddy diffusivity 

Strictly speaking, with respect to the particle field, the location y = 0 should 
be interpreted as designating the outer edge of the very thin Brownian sublayer. 

that has been proposed for forced convection flow. In par
ticular, we choose the form 

— =0 .4> ' + n-exp ( -0 .0017 .y + 2 ) ] 
v 

where y + is the scaling distance for turbulent flow 

1/2 y 

V ' * - ( * ) 

(8) 

(9) 

Equation (8) has been successfully applied to the problem of 
turbulent free-convection heat transfer by Kato et al. [11] and 
Noto and Matsumoto [12]. 

To solve equations (2-4), Noto and Matsumoto [12] have 
introduced the conventional Pohlhausen similarity trans
formation for laminar natural convection flow and reduced 
the equations to ordinary differential equations by exploiting 
the concept of local similarity. Their predicted temperature 
profiles and local Nusselt numbers are in good agreement with 
the theoretical [11, 13, 14] and experimental [15-17] results. 
Given the close relationship between energy and particle 
transport, there is good reason to believe that the local 
similarity concept, when applied to equation (5), will yield 
numerically correct particle concentration profiles. 

In the spirit of [12], we introduce the following transformed 
variables v 

dF 
u(x,i)) = 4 vA2xm — (x,ij) 

or) 

flg- (x,ij)-3F(jf,»j)J 

a, ^ T~T°° / » N 

6(x,n) = ; n(x,ri) = JJ-

where 
A-

gP(Ta-Tw) 

4 v2 

(11) 

(12) 

(13) 

(14) 

In accord with the local similarity concept, we assume that 
variations of F, 6, and n in the x-direction are very small 
compared with those in the ij-direction, and we postulate that 

dF de dn „ ( 1 5 ) 

dx dx dx 
= 0 

The reported good agreement with experimental data and 
with theoretical results obtained with different computational 
techniques [12] testifies to the utility of the local similarity 
method when applied to the turbulent natural convection flow 
problem. However, it should be emphasized that the actual 
error resulting from the use of equation (15), while 
presumably small, cannot be obtained in a rigorous way 
without undertaking the difficult problem of solving 
equations (2-5) directly. Such a formidable numerical un
dertaking is well beyond the scope of the present paper. 

When equations (10-13) are substituted into (2-5) and the 
restrictions (15) are applied, the following three ordinary 
differential equations are obtained 

( l + — \F'" + U F+( — ) ~\F" -2F'2 + d = 0 (16) 

(Fr- + 7>" + [3F+(7)>=° (17) 

e r T' 
— n" + \3F+K— + 
v L T (f) ]"' 
-'?[T+[s-r]"V+(7)>- (18) 

where 
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J, i\-TJT„W 
(19) 

l-(l-Tw/T<x)t 

and with the boundary conditions 

F'=0, 0 = 0, « = 1 atij = oo (20) 

F=0, F' =0, 0=1 atr) = 0 (21) 
In the foregoing equations, the primes denote differentiation 
with respect to -q. In similarity variables the scaling distance 
y+ that appears in equation (8) for the eddy diffusivity 
becomes 

y+ =(64Gvx)
m[F"(0)]W2Ti (22) 

Since equation (18) is of second order, it requires an ad
ditional boundary condition imposed on the dimensionless 
particle concentration n. On physical grounds, the second-
order turbulent transport term (e/v)n" + ( e / c ) ' « ' a s well as 
e itself must vanish at the plate (at 17 = 0). Thus, evaluating 
the particle boundary layer equation (18) at the surface 
location i\ = 0, we find the following relation between the 
particle concentration and its gradient at the surface (see also 
equation (19)) 

M ( 0 ) = r^,,^ •« (0) = ~ 
n'(O) 

T'(0) " v_/ \-TJTx 0'(O) ( 2 3 ) 

This condition and the last of boundary conditions (20) are 
sufficient for solution of equation (18). Once again, the 
neglect of Brownian motion prevents us from assigning a 
value to n at the wall. 

The foregoing boundary layer equations and boundary 
conditions (16-21) have been derived for particle transport 
within a turbulent natural convection boundary layer. These 
same equations may be made to apply to laminar flow simply 
by setting e/v and (e/u)' equal to zero. 

In the preceding paragraphs, the governing differential 
equations for the temperature and particle concentration 
distributions have been derived. The solution of these 
equations will now be related to the particle deposition rate. 
The flux of particles to the wall j readily follows from 
equation (1) as _ 

'-"^kbtl-o (24) 

In terms of the transformed variables of equations (10) and 
(13), the expression for./' becomes 

Sh*=7it:=-(TGr*r (r» /r» •1)0'(0K0) (25) 

where Shx is the local Sherwood number for thermophoretic 
particle transport. It is seen from equation (25) that once the 
dimensionless temperature slope 0'(O) and the dimensionless 
particle concentration «(0) have been supplied by the 
solutions, then the particle deposition rate is immediately 
known. Numerical values of the quantity 0'(O) for both 
laminar and turbulent natural convection heat transfer along 
an isothermal vertical surface may be found in a number of 
heat transfer texts and in the research literature and is usually 
reported in terms of the local Nusselt number Nux = 
- (Grx/4) I / 4 • 0'(O). Therefore, it is only necessary to present 
the particle concentration results. 

It is interesting to note that if we put A>Pr = 1, a 
remarkable simplification is possible. Equation (1) becomes 

a dT 

f~dy 
(26) 

Substituting (26) into equation (4), it is readily seen that the 
solutions of equations (4) and (5) for laminar or turbulent 
flow are related by 

/ v 1 

(27) 
N 

For this singular case it is not necessary to solve the con
servation equations in order to determine the particle con

centration at the plate, since «(0) = Tw/Ta for both laminar 
and turbulent flow. This simple result was first reported by 
Goren [5] for the problem of thermophoretic deposition of 
particles on a flat plate in laminar forced conviction [5]. 

Results 

Numerical solutions of equations (16-18) subject to the 
boundary conditions (20), (21), and (23) were carried out for 
Prandtl numbers of 0.5, 0.72, 0.73, 1.0, and 1.5 (i.e., gases), 
for K ranging from essentially zero to unity, and for Tw/T„ 
of 0.25, 0.5, 0.75, and 0.9. These values cover the parameter 
space of engineering interest. In the case of turbulent flow, 
the value of the local Grashof number must be specified (see 
equation (22)); it was varied between 1010 and 1012. 

A plot of the dimensionless particle concentration at the 
wall as a function of A'for Pr = 0.73 is shown in Fig. 1. The 
results plotted correspond to laminar flow. The particle 
concentration at the wall decreases below its value far from 
the wall, viz., JVM, with decreasing temperature ratio Tw/Ta 

and increasing K. Interestingly enough, to the scale which the 
graph in Fig. 1 is plotted, the turbulent flow results for Pr = 
0.73 are found to be almost indistinguishable from those 
found for laminar flow. In fact, no matter what values of the 
parameters Pr, Gr^, K, and Tw/Toa are selected, within the 
ranges of practical interest, the calculated particle con
centrations «(0) for laminar flow show less than 4.0 percent 
deviations from those calculated for turbulent flows. For the 
case K'Pr = 1, on the basis of the prior discussion, the value 
of n(0) for turbulent natural convection is identical to that for 
laminar convection and equal to T^IT^. The numerical 
calculations indicate that this equivalence of n(0)'s for the two 
natural convection flow regimes is, for all practical purposes, 
also satisfied when A"«Pr is not equal to 1; it is true even when 
the departure from K«Pr = 1 is large. From Fig. 2 it is seen 
that while the particle concentration distribution for laminar 
flow differs notably in shape from that for turbulent flow, at 
the wall the two profiles converge to practically the same 
particle concentration. This behavior is typical of all the cases 
investigated and may not seem unreasonable when the factors 
effecting n(0) are discussed. 

We note from equation (23) that there is a unique relation 
between the particle concentration at the surface of the plate 
and the ratio of slopes «'(O)/0'(O) at this location. Now, 
changing the flow regime from laminar to turbulent (but 
keeping Pr, T^/T^, and K fixed) increases the heat transfer 
- 0'(O). But with the transition to turbulence there also occurs 
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Fig. 1 Particle concentration at the wall as a function of the ther
mophoretic velocity coefficient for laminar or turbulent flow; Tw / l a as 
a parameter 
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laminar flow over a cold flat plate can be accurately 
reproduced. Note that for the singular case K'Pr = 1, 
equation (28) reduces to the simple result n(0) = T„/T„ 
discussed previously. 

Combining equations (25) and (28) gives the dimensionless 
form of the local thermophoretic particle flux 

Sh,= 
l - ^ - P r ) 1 

•(-£--)• Nu, (29) 

0 

1-CK.Pr)1-25 

from which j can be calculated for laminar or turbulent flow 
by simply inserting the appropriate heat transfer correlation 
forNur. 

Conclusions 
We have performed particle deposition rate calculations for 

the natural convection boundary layer on a vertical flat plate 
for the cases of laminar and turbulent flows. It was 
demonstrated by "order-of-magnitude arguments" that 
thermophoretic deposition is the dominant transport 
mechanism by which airborne particulates in the size range 
0.1-10 L>m are removed under conditions of turbulent natural 
convection. A simple relation between the nondimensional 
particle deposition rate and the Nusselt number was found 
that accurately correlates all the numerical results in terms of 
only two basic parameters. To the best of the authors' 
knowledge, there are no experimental data on particle 
deposition from naturally convected flow. It is hoped that the 
present treatment will facilitate future comparisons of natural 
convection deposition theory with laboratory data. 

Fig. 3 Comparison of particle concentration profiles in turbulent flow References 

an increase in the particle concentration gradient that, owing 
to the similarity between particle and heat transport, appears 
to be almost identical to the increase in - 0'(O), and thus «(0) 
remains essentially unchanged. Similarly, imposing major 
changes in the Grashof number has no significant effect on 
«(0) as both gradients «'(0) and 0'(O) undergo an almost 
identical percent deviation. Figure 3 shows two particle 
concentration profiles near the wall, in the turbulent bound
ary layer, for Grashof numbers of 1010 and 1012. Again, while 
some difference in the profile shapes is apparent, the two 
curves tend to a common particle concentration at the wall. 

Since the dimensionless temperature slope 0'(O) (or local 
Nusselt number Nux) in equation (25) for particle transport is 
readily calculable by hand using available heat transfer 
correlations, whereas «(0) must be obtained from the 
simultaneous numerical solution of equations (16-18), one is 
tempted to inquire if a simple formula can be found to 
estimate n(0) for cases of Pr, Grv, K, and Tw/Tx not ex
plicitly shown in Fig. 1. The simple function 

l - ( ^ . P r ) ' - " V ^ 
* ( ° ) = - l - ( * . P r ) ^ ( 2 8 ) 

was found to be very successful in this regard and represents 
the computed values of «(0) to a relative error of less than 3.0 
percent for the values of Pr, Gtx, K, and T„/Tm investigated 
here (see beginning of this section). This empirical fit to the 
numerical data clearly shows that varying Gr̂  from 1010 to 
1012 for the case of turbulent flow has a negligible effect on 
the particle concentration n(0). In addition, it is apparent that 
the two parameters K and Pr can be replaced by the product 
K'Vx. Thus, accurate estimates of n(0) for both laminar and 
turbulent natural convection can be obtained from a simple 
"two-parameter correlation," viz., equation (28). Moreover, 
by replacing the numerical exponent 1.25 by 1.1 in the 
numerator and denominator of equation (28) the calculated 
results of Goren [5] for deposition in forced incompressible 
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Computation of Forced Laminar 
Convection in Rotating Cavities 
Finite difference solutions are presented for forced laminar convection in a rotating 
cylindrical cavity with radial outflow. This forms a simple model of the cooling 
flow between two compressor disks in a gas turbine engine. If the fluid enters the 
cavity from a uniform radial source, it is shown that the local Nusselt number 
changes from that of a "free disk" near the center of the cavity to that for Ekman 
layer flow at larger radii. With an axial inlet, the flow, and consequently, the heat 
transfer, is more complex. If vortex breakdown occurs, then the results are very 
similar to those for the radial inlet case, but otherwise a wall jet forms on the 
downstream disk, and the heat transfer from this disk may be several times that for 
the upstream disk. Variation of mean Nusselt number with rotational speed is 
qualitatively similar to previously published experimental measurements in tur
bulent flow. The effect of Prandtl number on heat transfer has also been demon
strated. 

1 Introduction 

In recent years the problem of heat transfer between two 
corotating disks, which model the compressor disks of a gas 
turbine engine, has received considerable attention. A review 
of this work is given by Owen [1]. In the present contribution, 
numerical results are given for the heat transfer due to 
laminar radial outflow between two plane disks. Although the 
flow in engine conditions will usually be turbulent, these 
results give a valuable insight into the nature of the problem 
and aid the interpretation of experimental measurements of 
the heat transfer due to turbulent flow. The prediction of 
turbulent flow using the k-e model of turbulence was also 
attempted, in parallel with the laminar study, and is described 
in [2]. As the turbulent computations did not agree with 
experimental measurements, it was considered inappropriate, 
at this stage, to attempt quantitative predictions closer to 
engine conditions. 

Numerical results for isothermal laminar flow in the cavity 
between two rotating disks have been given previously by 
Chew [3] and Chew, Owen, and Pincombe [4]. In the latter 
reference, the flow structure for the case of radial outflow 
with either a radial or axial inlet is studied in detail. These two 
cases are illustrated by the streamline plots in Fig. 1. For the 
radial inlet case, where the fluid enters the cavity from a 
central uniform cylindrical source, the flow near the disks can 
be approximated by two known analytical solutions; the so 
called 'free disk' solution and an Ekman layer solution. If the 
radial source is replaced by an axial inlet, the flow becomes 
more complex, with a wall jet forming on the downstream 
disk at sufficiently high flow rates. Nevertheless the flow close 
to the upstream disk could still be approximated by the two 
analytical solutions, and at the low flow rates, for which 
vortex breakdown of the central jet occurred, the flow close to 
both disks was very similar to that for the radial inlet case. 
These results suggest that it may be possible to build up a 
model of the heat transfer in the cavity by applying results for 
simpler flows in the appropriate regions. One aim of the 
present work is to examine this possibility. 

The heat transfer measurements of Owen and Onur [5] are 
also relevant to the present study. These workers studied heat 
transfer due to turbulent flow in a rotating cavity with one 
disk heated and a radial outflow of air. Their results were 
presented in the form of a mean Nusselt number for heat 

transfer from the hot disk. Four different heat transfer 
regimes were identified and correlations were given for each 
regime. A further objective of the present work is to clarify 
the relationship between these experimental measurements 
and the flow structure in the cavity. 

The emphasis in this paper is on heat transfer results rather 
than the flow structure, for details of which the reader is 
referred to [4]. The same geometry has been assumed here as 
in [4]. The disk radius is £>= 190 mm, the inlet radius a= 19 
mm, and the axial distance between the disks s= 50.7 mm. As 
property variations of the cooling air have been neglected, 
these results do not include any effects of buoyancy on the 
convection. As it may be shown that buoyancy forces will 
affect the flow if there is a temperature difference between the 
two disks (see [6]), attention here is confined to the case of the 
two disks having the same radial temperature distribution. 

2 The Mathematical Model 

The primitive variable form of the axisymmetric constant 
property Navier-Stokes and continuity equations used to 
calculate the flow and pressure fields are exactly as in [4]. For 
brevity these are not repeated here. The temperature field was 
obtained by solution of the laminar energy equation for 
axisymmetric flow of a perfect gas. This equation is given in 

U <L _ ^ = = ^ l _ ( > O-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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(a) (b) 

Fig. 1 Radial outflow through a rotating cavity: (a) radial inlet, (b) axial 
inlet 
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full in [6]; neglecting compressive work and energy dissipation 
terms, it may be written 

d / rk dh\ d / k dh\ 

\ C 7 dr ) + fe\E Tz) 
Id d 1 
- — {rpuh) + — (pwh) = - — 
r dr dz r or 

where h is the stagnation enthalpy defined by 

h = CpT+ -{u1 + v\+w2) (2) 

Here u, y0, and w are the radial, tangential, and axial 
components of velocity in an inertial frame of reference (r, <f>, 
z); T is the temperature, and p, n, k and Cp represent the 
density, viscosity, thermal conductivity, and specific heat at 
constant pressure of the fluid. In the derivation of equation 
(1), the specific heat has been assumed constant. 

The temperature boundary condition on the disk surfaces 
was taken as 

T=T, + c Q" (3) 

where 77 is the inlet temperature. The constant c was chosen 
sufficiently large to ensure that compressive work and energy 
dissipation were negligible. At the inlet and outlet the 
following conditions were applied 

dT 
Tr 

T= T, at inlet 

= Oat outlet (r=b) (4) 

and Cp were taken as 

The zero gradient condition at the downstream position 
r=b assumes an insulating porous surface. Although this is 
not representative of engine conditions, it provides a con
venient closure to the problem for the present study in which 
attention is focused on the heat transfer from the disks away 
from the outer cylinder. For the axial inlet case, an additional 
symmetry condition at r = 0 was also required. 

For all the results given here p, /*. 
1.225 kg/m3 , i.78 x 1(T5 kg/ms, and 1.012 kJ/kgK, 
respectively. For these conditions the appropriate value of k 
for air is .0251 W/mK giving a Prandtl number (Pr) of 0.718, 
but in order to study the effect of varying Pr different values 
of k were used. 

The finite difference technique for solution of the velocity 
and pressure fields is fully described in [3]. This method, 
which is based on the well-known TEACH computer code [7], 
incorporates two novel features. Step changes in grid size are 

employed to obtain sufficient resolution in the boundary 
layers and the solution for the pressure field is given special 
treatment in order to obtain convergence of the iterative 
method at high rotational speeds. The strategy employed here 
was first to obtain the solution for the velocity and pressure 
which, owing to the assumption of constant fluid properties, 
is independent of temperature, and then solve the finite 
difference form of the energy equation for the stagnation 
enthalpy. 

The solution grid for the stagnation enthalpy was chosen to 
coincide with the main variables on the staggered grid defined 
for the flow calculation, and the finite difference represen
tation of equation (1) was obtained by a similar control 
volume approach to that for the velocities. These equations 
were solved using the standard "line-by-line" algorithm 
employed in the TEACH code. Having obtained the 
stagnation enthalpies, the temperatures were calculated from 
equation (2) and the heat flux from the disk was obtained 
from the second-order backward difference formula 

q = k{\.5T0-2Ti+ .5T2)/5z (5) 
where q is the heat flux, and T0, Tlt and T2 represent the 
temperature on the disk and at distances 8z and 25z from the 
disk. 

Step changes in the grid size were used as in [3] and [4]. As 
the grid had been found to be sufficiently fine to avoid 
truncation error in the velocity calculations, it follows from 
the Reynolds analogy between tangential velocity and tem
perature (Dorfman [8]) that for a Prandtl number of 1 and a 
quadratic temperature distribution on the disk, the grid was 
also adequate for the temperature calculation. As no tests 
were made at other conditions to check that the results were 
independent of grid size, it is possible that some of the results 
given contain truncation errors. However, any such effects 
are probably small and the results are unlikely to be 
qualitatively incorrect. 

3 Radial Outflow with a Radial Inlet 

The flow structure for this case is illustrated in Fig. 1(a). 
Fluid enters the cavity radially through the central source and, 
owing to centrifugal effects, is entrained into boundary layers 
on the two disks. When all the fluid has been entrained into 
these layers, a quiescent core forms and the disk boundary 
layers are of Ekman layer form. The effect of the cylindrical 
sink at r=b is confined to a small "sink layer." The flow 

N o m e n c l a t u r e 
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Fig. 2 Radial variation of Nusselt number for different power law 
temperature distributions: Radial inlet Re ( 4=2.5x10 , C w = 7 9 , 
Pr = .718, 7 s - T / a r " . 
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Fig. 3 Radial variation of local Nusselt number with a quadratic 
temperature distribution on the disk: 
Radial inlet, Re^ =2.5x 104. 
Pr 1 1 1 .718 .718 .718 
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conditions are characterized by a nondimensional flow rate, 
Cw — Q/vb, and a rotational Reynolds number, Re = Qb2/v. 

Figure 2 shows the local Nusselt number (Nu = rq/k( Ts — 
77)) distribution for the case Re = 2.5 x 104, Cw = 79 and 
Pr = .718 with linear, quadratic, and cubic temperature 
conditions on the disks. For comparison with the numerical 
results, the free disk and Ekman layer solutions are also 
shown. The free disk solution for local and mean Nusselt 
numbers is taken from Dorfman [8] and may be written 

Nu = c„*(Pr)ReJ, /2(0; Nu = c„*(Pr)Re^ (6) 

where c„ is a constant depending on the choice of n in (3) and 
$ is a function of Pr only. The Ekman layer solution is given 
by 

Nu= — PrC, 
4w 

2)Pre, 
2r 

(7) 

where er (=b2Cw/Rel/24Tr2) is a radial Rossby number. This 
expression is derived from a solution given in [6], with certain 
second-order terms being neglected. It is apparent that, as 
might be expected from the flow structure, there are distinct 
regions where these two solutions apply. The radial position 
r/b = 0.3 corresponds roughly to the extent of the "source 
region" and for r/b less than this value, the numerical results 
are close to those of a free disk. Note that the steep rise in the 
Nusselt number close to the source at r/b = 0A is due to the 
imposition of a uniform radial velocity at this position and 
would probably not be obtained experimentally. For 0.3 < 
r/b < 0.95, the flow is dominated by the Ekman layers, and 
equation (7) is expected to be valid. The results for the 
quadratic and cubic temperature distributions are in good 
agreement with this expression, but for the linear case there is 
a significant department from this solution at the lower values 
of r/b. This deviation could be due to the difference, at r/b = 
0.3 between the actual temperature of the fluid and that 
assumed in the similarity solution. At larger radii the effect of 
the conditions at this point diminishes and the two solutions 
converge. The region 0.95<r/b< 1 corresponds to the "sink 
layer" of the flow, and the Nusselt number is reduced, in this 
area, as the fluid flows away from the disk. 

The influence of flow rate and Prandtl number on the local 
Nusselt number is illustrated in Fig. 3. This shows the results 
for Pr = 0.718 and 1 at three different flow rates, given by 
C„=79, 331, and 605 with the rotational speed given by 
Re0=2.5xlO4 and a quadratic temperature distribution 
assumed on the disk. The free disk and Ekman layer solutions 
are also plotted for these conditions. The results all show a 
similar pattern to those for the lower flow rate (C„,=79), 
described above, with the radial variation of the Nusselt 
number being consistent with the flow in the cavity. The main 
effects of increasing the flow rate appear to be the extension 
of the inner layer leading to a larger region for which the free 
disk solution is valid, and an increase in the Nusselt number in 
the Ekman layer region, in agreement with equation (7). 
Within the source region the Nusselt number does not show 
any significant variation with flow rate. The variation of 
Nusselt number with Prandtl number appears to be well 
predicted by equation (6). 

An analytical expression for the mean Nusselt number may 
be derived from an overall heat balance on the cavity. As the 
sink boundary layer at r=b is a small region, it is reasonable 
to suppose that the enthalpy flow out of the cavity can be 
calculated by assuming that the Ekman solution holds at r=b. 
Neglecting kinetic effects and using the solution given in [6] 
for the temperature, the following expression may be ob
tained for the mean Nusselt number 

.equation (6) .equation (7). 
Nu = 

(« + 2)PrClv 

4-w [-?«.*] (n + 2)n s 
2 b 

(8) 
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.equation (6) 

.equation (7) 

. equation (8) 

where eb is the radial Rossby number at r = b. In this 
derivation, terms of second order or higher in tb, sib, alb, 
and Re^xn have been neglected and the heat flux from each 
disk is assumed equal. 

The variation with Prandtl number of the mean Nusselt 
number and the local Nusselt numbers at r/b = 0.21 and 0.62, 
for the case Re0=2.5 x 104, Clv=79 with a quadratic 
temperature distribution is shown in Fig. 4. The radial 
positions for the local Nusselt numbers are chosen so that one 
is in the inner layer and the other is in the Ekman layer region. 
Equation (8) is shown for comparison with the mean Nusselt 
numbers, and the free disk and Ekman layer solutions are 
given for comparison with the local Nusselt numbers. In 
general, the numerical results are in good agreement with the 
theory, although there is a significant difference at Pr = 4 for 
the Nusselt number at r/b = 0.62. This departure is due to 
fluid temperature taking a longer radial distance to adjust 
from the conditions at the outer edge of the inner layer to 
those of the similarity solution. 

4 Radial Outflow With an Axial Inlet 

In this section, the effects of replacing the radial inlet by an 
axial inlet 0 </•<«, z = 0 are discussed. The flow structure for 
this case is illustrated in Fig. 1(b). 

Figure 5 gives the local Nusselt number distribution on both 
the upstream and downstream disks, for Re^ =2.5 x 104 and 
C„ = 79 and 3 31, with a quadratic temperature distribution on 
the disks. At the higher flow rate results for Prandtl numbers 
of both 1 and 0.718 are presented, while for C„ =79 only the 
results for the case Pr = 1 are given. For the latter case, in 
which vortex breakdown occurs in the flow, there is very little 
difference between the results on the disks, and comparison 
with Fig. 3 shows that the heat transfer is very similar to the 
radial inlet case. For C„ = 331, however, there is a significant 
difference between the disks. The formation of a wall jet on 
the downstream disk leads to the heat transfer being increased 
on this surface. Although the entrainment of fluid by the 
upstream disk is similar to that of a free disk, the heat transfer 
from this disk is reduced below that of a free disk, and may 
even become negative, due to the convection of heat from the 
downstream disk. 

Assuming a quadratic temperature distribution and Pr = 1, 
results were obtained for a range of different rotational. 

•8 1 0 
r/b 

Fig. 5 Radial variation of local Nusselt number with a quadratic 
temperature distribution on the disk: Axial inlet, Re^ = 2.5 x 104 

Pr 1 1 .718 
C w 79 331 331 
Numerical ("upstream disk A o • 

results (.downstream disk A » B 

equation (6) .equation (7) 

Reynolds numbers at a fixed flow rate (CV = 331). Local 
Nusselt numbers for these conditions are shown in Fig. 6. In 
[4] it was shown that, for this C„, the flow for Rê , < 5000 was 
no longer of the form shown in Fig. 1(b) but was similar to 
that expected for a nonrotating cavity. In this case the main 
flow is from the inlet jet to the wall jet on the downstream 
disk and then direct to the sink with some recirculation being 
induced in the rest of the cavity. 

Looking first at the results for the upstream disk (Fig. 6(a)), 
it is apparent that the change in flow structure that occurs as 
the rotation speed is reduced radically affects the heat 
transfer. At the lower speeds, inflow occurs on this disk and 
heat is convected to the disk, leading to negative Nusselt 
numbers over a large part of the surface. At the higher speeds, 
fluid is pumped radially outwards on the disk, and so the heat 
transfer is positive over most of its area. 

The results for the downstream disk (Fig. 6(b)) also reflect 
the change in flow structure with rotational speeds, but, 
owing to the dominant influence of the wall jet, the effects are 
less marked than for the upstream disk. Towards the center of 
the cavity, the Nusselt numbers change very little with 
rotational speed, but at the point r/b = 0.3, there is a definite 
divergence of the results. This is evidently due to the tem
perature conditions within the cavity, as it was shown in [4] 
that the radial velocity within the wall jet was insensitive to 
rotational speed at this radius. Toward the outer part of the 
cavity, the results for the two highest rotational speeds 
converge again. This confirms the analytical result (equation 
(7)), that for Ekman layer flow with a quadratic temperature 
distribution, the Nusselt number is independent of rotational 
speed. At lower speeds, Ekman layer flow is not attained, and 
heat transfer is reduced. The main effect of the change in flow 
structure, mentioned above, is a steep drop in the Nusselt 
number in the outer part of the cavity. 

The variation of mean Nusselt number with rotational 
Reynolds number is shown in Fig. 7. The results for free disk 
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.equation (6) 

Numerical results r 
J V equation (8) 

and Ekman layer flow are shown for comparison with the 
numerical predictions. Qualitatively these results are similar 
to heat transfer measurements for turbulent flow (Owen and 
Onur [5]). At high Reynolds numbers the results for both 
disks converge towards the Ekman layer solution; this 
corresponds to Owen and Onur's regime III. At low values of 
Rê , the Nusselt numbers for the downstream disk are in
dependent of rotational speed as in regime I. The strongest 
variation of the Nusselt number occurs at intermediate values 
of Re^, as in regime II. 

The effect of varying the Prandtl number has been in
vestigated in detail for the flow case Re0= 2.5 x 104, C„, = 331 
with a quadratic temperature distribution. Figure 8 shows the 
variation with Prandtl number of the mean Nusselt number 
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+ local Nusselt number at r/b = .2 

A local Nusselt number at r/b = .41 

o local Nusselt number at r/b = .89 

equation (8), equation (6);. equation (7); 
(9) 

.equation 

and the local Nusselt number at certain radial positions for 
the two disks. 

For 0.5<Pr<l the influence of Prandtl number on the 
mean Nusselt number and the local number at r/b = , 89 is 
similar to that of the Ekman layer solutions (8) and (7). The 
results for Pr = 2, however, do not fit into this pattern. In the 
case of the mean Nusselt number, this is possibly due to the 
neglect of second order terms involving Pr in deriving 
equation (8). For the local Nusselt number, equation (7) is 
exact for n = 2, and so the departure must be due to the dif
ference between the actual fluid temperature and that 
assumed by the similarity solution at the start of the Ekman 
layer regime. 

As expected, within the inner layer the results are very 
different for the two disks. Although the flow close to the 
upstream disk is similar to that of a free disk, Fig. 8(a) shows 
the Nusselt number at rib = 0.41 is more sensitive to Prandtl 
number than equation (6). This is presumably due to fluid 
entrained by this disk being heated to some extent before it 
reaches this part of the cavity. 

The results for the downstream disk at rib = 0.2 and 0.41 
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(Fig. 8(b)) have been found to be well predicted by the for
mula 

Nu = Pr4NU | (9) 
where Nu! denotes the value of Nu when Pr = 1. 

A survey of the literature on heat transfer due to laminar 
wall jets did not reveal any other results to compare with this 
expression. However, it is of interest to note, that, for tur
bulent flow, the factor Pr4 occurs in the empirical 
correlations of the Nusselt number due to a round jet im
pinging on a flat surface (Martin [9]). 

5 Conclusions 

The computer program, described in [3], for the prediction 
of laminar isothermal source-sink flow in a rotating cavity, 
has been extended to solve the energy equation in addition to 
the mass and momentum equations. This program has been 
used to investigate heat transfer in a cavity with radial out
flow for the special case when buoyancy forces are negligible 
and the velocity field is independent of the temperature field. 

For the case of a radial inlet, the heat transfer over that part 
of the disks where fluid is being entrained is very similar to 
that for a free disk. At larger radii, where the Ekman solution 
describes the flow, the numerical predictions for the local 
Nusselt number converge to the results of a similarity solution 
for the temperature profile. The variation of Nusselt number 
with Prandtl number is also consistent with free disk and 
Ekman layer solutions. 

With an axial inlet, the flow, and consequently the heat 
transfer, is more complex. If vortex breakdown occurs then 
the results are very similar to those for the radial inlet case. 
For other flow conditions the heat transfer from the down
stream disk is greater than that from the upstream disk, owing 
to the impingement of the inlet jet on the downstream surface 
and the formation of a wall jet. At sufficiently low rotational 
speeds the wall jet extends to the outer edge of the cavity and 
the flow goes directly from this region to the sink. The flow in 
the rest of the cavity is then a secondary recirculation and as a 
consequence the heat transfer from the downstream disk is 

several times that from the upstream disk. At higher speeds, 
Ekman layer flow occurs in the outer part of the cavity and in 
this region the flow and heat transfer are the same on each 
disk. As for the radial inlet case, the effect of Prandtl number 
on Nusselt number in the Ekman layer regions was consistent 
with theory. In the wall jet region the Nusselt number was 
found to be proportional to Pr4 . 
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Effects of Upstream Geometry on 
Natural Conwection of a Daroian 
Fluid About a Semi-Infinite 
Inclined Heated Surface 
The method of matched asymptotic expansions is applied to the problem of steady 
natural convection of a Darcian fluid about a semi-infinite inclined heated surf ace 
with a power law variation of wall temperature, i.e., f„axK for x>0 where 
0<X<7. The leading edge of the inclined surface intercepts at an angle, A0, with 
another impermeable unhealed surface extending upstream. The effects of the 
inclination angle a0 (0 < a0 < < -w/2) of the heated surface as well as the upstream 
geometry atx<0 (as specified by A0) on heat transfer and fluid flow characteristics 
near the heated surface are investigated. At a given inclination angle a0, it is found 
that heat transfer from an upward-facing heated inclined surface is larger than that 
of a downward-facing heated surface, and that decreasing the intercepting angle 
(A0) tends to lower the heat transfer rate. These effects become increasingly 
pronounced as the Rayleigh number is decreased. 

Introduction 
Considerable amount of work has been devoted to the study 

of higher-order effects in natural convection of a Newtonian 
fluid during the past decade [1-9]. In particular, higher-order 
boundary layer theory has been obtained for a flat plate with 
a finite length by Yang and Jerger [1] as well as by Messiter 
and Linan [2], and that for a semi-infinite plate by Heiber [3], 
Riley and Drake [4] as well as by Mahajan and Gebhart [5]. 
Yang and Jerger's higher-order analysis for a vertical 
isothermal plate was later extended to an inclined isothermal 
plate by Kierkus [6] who uses Rich's boundary layer solution 
[10] as the first-order approximation. Kierkus shows that 
although higher-order corrections in the temperature 
distribution and the local surface heat flux are zero, their 
effects modify the velocity field near the edge of the boundary 
layer along the inclined heated surface substantially. For the 
problem of natural convection of a Newtonian fluid above a 
horizontal line source of heat, higher-order boundary layer 
theory was obtained by Hieber and Nash [7]. The higher-
order effect of a horizontal bounding surface below the line 
source has been considered by Riley [8] and by Afzal [9]. 

The related problem of higher-order effects in natural 
convection of a Darcian fluid about a vertical heated plate has 
been considered by Cheng and Hsu [11] while that of a 
horizontal plate has been considered by Chang and Cheng 
[12]. In this paper, Cheng and Hsu's perturbation analysis for 
natural convection of a Darcian fluid about a semi-infinite 
vertical will be extended to that of an inclined heated plate 
with an inclination angle of a0, and with its leading edge 
intercepting at an angle A0 with another semi-infinite 
unheated plate extending upstream (see Fig. 1). As in the 
previous paper [11], the heated plate is assumed to have a 
power law variation of wall temperature, i.e., T„ = T„ + 
/4xx, where x is measured from the leading edge along the 
heated surface. It will be shown that the first-order solution of 
the problem reduces to that given by Cheng and Minkowycz 
[13] with the gravitational acceleration replaced by its 
component parallel to the inclined surface. The effect of 
upstream geometry (as described by the intercepting angle) 
appears as a matching boundary condition while that of the 

inclination angle appears as a nonhomogeneous term in the 
higher-order inner problems. For the case of an isothermal 
plate (X = 0), the second-order corrections in temperature and 
local surface heat flux will be shown to be identically zero 
while the third-order solution cannot be determined owing to 
the leading edge effect. For other temperature distributions 
(0<A<1), a uniformly valid solution is obtained up to the 
fourth order where the leading edge effect begins to appear. 
Numerical solutions are carried out for both upward-facing 
and downward-facing heated plates with different values of X, 
a0, and A0. At a given inclination angle a0> it was found that 
heat transfer from an upward-facing heated surface is larger 
than that of a downward-facing heated surface, and that 
decreasing the intercepting angle A0 tends to lower the surface 
heated flux. 

Analysis 
Consider the problem of steady free convection of a 

Darcian fluid about a semi-infinite inclined heated surface 
(x>0) at a temperature t„ as shown in Fig. 1 where x is the 
coordinate along the heated surface and y is the coordinate 
perpendicular to the surface. a0 is the inclination angle of the 
heated surface relative to the vertical with a positive value 
indicating an upward-facing plate and a negative value in-

T„=T«,+ Axx A0"0!'.'•''..'• 
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dicating a downward-facing plate. A0 is the angle of the 
upstream unheated impermeable surface relative to the heated 
surface. Figure 2 shows a few values of a0 and A0 for which 
numerical solutions have been carried out. 

If it is assumed that (a) the Darcy law is applicable, (b) the 
fluid and the porous medium are in local thermal equilibrium, 
(c) properties of the fluid and the porous medium are con
stant, and (d) the Boussinesq approximations are applicable, 
the governing equations in terms of the dimensionless stream 
function (i/-) and temperature (d) are 

V2ip = dy-tana06x 

dxJ,y-dy4,x^e2V26 

(1) 

(2) 

In equations (1) and (2) the dimensionless variables are 

t = fc2/a, 6=(f-fa,)/ATr, x=x/l, y=ylt (3) 

where /is a characteristic length, ATr = Ap1, and e = 
1/VRa^ with Raa = Ra cos a0 and Ra = paKfigATrl/na, 
where px and T„ are the density and temperature of the fluid 
at infinity; fi and /3 are the viscosity and the thermal expansion 
coefficient of the fluid; K and a are the absolute permeability 
and the equivalent thermal diffusivity of the saturated porous 
medium; g is the gravitational acceleration. The superscript 
" * " i n equation (3) denotes the corresponding dimensional 
quantities. It is noted that the small parameter, e = Ra~1/2, 
that appears in equation (2) is artificial, i.e., it can be 
eliminated from equations (1) and (2) with a proper rescaling 
of variables. 

If the wall temperature is a power function of distance, the 
boundary conditions at the heated wall and at infinity are 

lMx,0) = 0, 6(x,0) = xx x>0 (4a,b) 

iy{x,cc,)=o, 0(x,oo)=O x > 0 {5a,b) 

The boundary conditions on the intercepting impermeable 
unheated surface upstream in a polar coordinate (r, A) are 

vH/-,A0) = 0, 0(r,Ao) = O x<0 (6a,b) 

where r= (x2 +y2),/2 and A = tan _ 1 y/x; the former is the 
dimensionless distance from the origin and the latter is the 
angle measured clockwise from the heated inclined surface. 

In this paper, we shall obtain an analytical solution in the 
limit of e —• 0, i.e., in the limit of / being large. Thus, the 
solution obtained in this paper represents the far field solution 
of a local corner flow. 

Outer Expansions. As discussed in our previous paper [11], 
the outer solution for 6 is 

6(x,y;e) = 0 everywhere (7a) 

whereas the outer expansion for the stream function can best 
be expanded in terms of the polar coordinates as 

x + i 

tf(r,A;0=r 2 I M A ) (76) 

Substituting equations (7) into equation (1) and (6a) leads to 

a 2 * m + r \ + i X+l T2 

•m 'J i>m - 0 (8) 
dA2 ' L 2 2 

subject to the boundary condition 

lMAo) = 0 (9) 

As j — 0 , \j/m must match with the inner solution. 

Inner Expansions. Our previous paper [11] suggests that the 
inner expansion can be written as 

\ + i 

+ (xj;e)=X 2 £ e0» + i>A"~ 2 '\m(v) (Kk) 

N o m e n c l a t u r e 

A = wall temperature parameter 
At = constant defined in equation (27c) 
Dx = constants defined in equation (lib) 
F, = function associated with the particular solution 

of the second-order inner problem 
/o>/i>/2 = dimensionless inr.er perturbation stream 

functions 
g = acceleration due to gravity 

G[ = function associated with the particular solution 
of the second-order inner problem 

8o>S]'S2 = dimensionless inner perturbation temperature 
functions 

K = permeabillity of the porous medium 
k = thermal conductivity of the saturated porous 

medium 
L = a characteristic length 

Nu = average Nusselt number 
Nux = local Nusslet number 

p = pressure 
Q = total surface heat flux 
r = radial distance from the origin 

Ra-r = local Rayleigh number 
Ra^.a = local Rayleigh number based on the component 

of the gravitational acceleration parallel to the 
inclined heated surface 

T = dimensionless temperature 
u = dimensionless Darcian velocity in the x-

direction 

v = dimensionless Darcian velocity in the y-
direction 

X = dimensionless inner coordinate 
x = dimensionless coordinate 
Y = dimensionless inner coordinate 
y = dimensionless coordinate 
a = equivalent thermal diffusivity 

a0 = inclination angle of the heated surface 
am = exponent of the perturbation parameter 

(3 = coefficient of thermal expansion 
e = perturbation parameter 
77 = similarity variable 
G = dimensionless inner temperature 
d = dimensionless temperature 
A = angle of the polar coordinate 

A0 = angle between the heated inclined surface and 
the impermeable surface upstream 

X = constant defined in equation (4b) 
p = density of the fluid 
ix = viscosity of the fluid 
ty = dimensionless inner stream function 
\j/ — dimensionless stream function 

Superscripts 

= dimensional variables 

Subscripts 

00 = condition at infinity 
w = condition at the wall 
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Hx,y;e)=X* £ emX 2 '"e„,(n) (10*) 

\ - i 

where the inner variables are X=x and rj=X 2 Y with Y= 
y/e. Substituting equations (10) into equations (l)-(2) leads to 
a set of inner problems whose boundary conditions at Y-~ oo 
can be obtained by matching with the outer solutions to the 
appropriate order. 

Solutions of the Inner and Outer Problems 

First-Order Inner Solution. The governing equations and 
boundary conditions for the first-order inner problem are 
identical to those considered by Cheng and Minkowycz [13] 
for the problem of natural convection of a Darcian fluid 
about a semi-infinite vertical plate in an infinite porous 
medium based on the boundary layer approximation. In terms 
of the notation of the present paper, the solution is 

*o=Mv), Qo=8o(v) (Ua.b) 
where/0(r/) and go(v) have been determined in [13]. The 
asymptotic expansions for ^0 and 9 0 are 

^o=/o(°°) + exp, G0=exp (12a,b) 

where "exp" represents the exponential decay terms. It is 
worth noting that the effect of inclination angle enters the 
first-order inner solution through the parameter e in the 
similarity variable TJ. 

First-Order Outer Solution. The matching conditions for i/<0 

and 0O can be determined from equations (12) to give 

lMQ)=/o(«>), 0O(O) = O (13fl,6) 
Equation (8) for m = 0 subject to boundary conditions (9) and 
matching condition (13a) has a solution of the form 

iMA) = 

r x + i i 
/o(»)sin[—(A<>-A)J 

(*r*) 
(14) 

Therefore, for>>—0, we have 

tf(r,A) „-/.<->^['-'i(1r)«( if> 
Y2 (1-X 2) 

+ e2^ ^ ^ - ' + . . . . ] (15) 

and consequently 

. .-".-^[-(^M^)* 
y ( i -x 2 ) ....] (16) 

It is relevant to note that equation (14) is the solution to 
equation (8) if sin (X+ l )A 0 /2^0 , i.e., X^(2nir/A0 - 1) where 
n = 0, 1, 2, . . . . Because of space limitations, the case of sin 
(X+ l)A0/2 = 0 will not be discussed further in this paper. 

Second-Order Inner Solution. The matching conditions for 
the second-order inner problem are 

0,(oo) =0, ¥,'(oo) =Dl (Ha,b) 

where 

Dl-(ifV>«[(ifxW-. 

Equations (17) are obtained from equations (la) and (16). It is 
interesting to note that the effect of upstream geometry ap
pears as a matching condition which is associated physically 
with the entrainment of the fluid at the edge of the thermal 
boundary layer. The governing equations for ^x(rj) and 6,(?;) 
are x _ j 

¥,/, = e 1 ' - t a n a 0 [ X g 0 + - ^ - i ; g o ' J <18) 

e," + ̂ / o e 1 ' - ~ / o ' 0 , = x s o * , ' (19) 

subject to boundary conditions 

e,(0) = ¥,(0) = 0 (20a,b) 

and the matching conditions (17a, b). To solve the second-
order inner problem, it is pertinent to note that the second-
order inner problem is linear and that with the exception of 
the nonhomogeneous term in equation (18), the governing 
equations and boundary conditions for the second-order 
problem are similar to those for a vertical plate [11]. Thus, 
solution to the second-order inner problem can be obtained by 
superposition which results in 

fi(v)=Dlfl(v)-tlina0Fl(r,) (21) 

9 , (»;) = /? ,£ , ( ! , ) - t an a0G,(ij) (22) 

where/, (?j) and g, (r/) are the homogeneous solutions 
determined in [11], and F, (?j) and G, (17) are the particular 
solutions which are determined from 

F{ = G,' + \g0 + — — ijg0' (23) 

G," + ~foG{ - ^ / o ' O , = \g0F{ (24) 

subject to the boundary conditions 

F,(0) = G,(0) = 0 (25a,b) 

F,'(oo)=G1(oo) = o (26a, b) 

It is relevant to note that (a) the perturbation functions/,, gu 

F , , and G, depend only on X, and (b) g\(ri) = Gl(rj) = 0 and 
/1'(ij) = l forX = 0 [ l l ] . 

From equations (21-26), the asymptotic solutions for ^ , 
and 9 , are 

^ , ~At +Z>,7?-tana0F1(r)oo) + exp (27a) 

9 , - e x p (27*) 

where 

= - ~ / o ( ~ ) cot [ ( ^ ± i ) A o ] [/•,(,,„) - , „ ] . (27c) 

Second-Order Outer Solution. It follows from equations 
(27) that the matching conditions for the second-order outer 
problem are 

^, (0)=y4,- tan aoF,(!»«,), 0,(0) = 0 (2Sa,b) 

The boundary condition for i/», is 

lMr,A(,) = 0 (28c) 

The solution of equation (8) with m = 1 subject to the 
boundary conditions (28c) and the matching condition (28a) is 

^ , ( A ) = [ > 4 1 - t a n a 0 F 1 ( i j . ) ] ( l - A ^ ) (29) 

which gives 

K (0) = - [A, - tan ctQF, (>?<» )]/A„ (30) 

Third-Order Inner Solution. The matching conditions for 
^ 2 and 9 2 as obtained from equations (16), (30), and (7a) are 
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Case I -a 
A0=ir, a0---f 

Case I - b 
A0=i7-, a o =0 

Case I-c 
A0=TT, a, = JL 

o i 

/ / \ > /'/ / / /— y 

Case H-a 

A0=f, a0-f 
Case H-b 

2< A 0=f , ao=0 
Case H-c 

Ao ; X 

1 - X 2 

^ ( o o ) = ^ _ ^ / 0 ( o o ) , y - [ y 4 1 - t a n a 0 F 1 ( ^ ) ] / A 0 (31) 

e2(oo)=0 (32) 

The governing equations for ^r2(v) and 9 2 (? j ) can be ob
tained by substituting equations (10) into equations (1-2) to 
give 

Fig. 2 An inclined heated plate with different upsteam geometries 

present problem are identical with the previous paper, which 
are of the form 

o „ 1 - A r X + l , 3X-

+Di t a n a 0 

and 

1 „ x" 

(^V + r/g,')- tan 2 a0 

¥"••] 

( ^ ) < " . 
+ r,G{) 

(33) 

e2" + ^ / 0 e 2 ' +/„' e2 = Xg0*2' + *±I *2go' 

+ 

+ ( l - X ) [ X g 0 + 

X - l 

5X-3 
- ISo + 

2 

X - l 
f2£o"J 4 ,DU 4 

(DJ{ -tan a0F{){Dlgl - t a n a 0 G , ) (34) 

with boundary conditions given by 

*2(0) = 62(0) = 0 (35«r,6) 

and matching conditions (31). Equations (33-35) show that 
the perturbat ion functions %2 and 9 2 depend on X, <x0, and 
A0 . Note that , for a0 = 0 and A0 = ir, ¥2(v) and 9 2 (»/) reduce 
to / 2 (i;) and g2 (»/) of the vertical flat plate results [ 11 ] . 

Eigenvalues and Eigenfunctions. In the previous section 
on the inner problem it has been shown that the effect of 
upstream geometry appears as a nonhomogeneous term in the 
boundary conditions while that of the inclination angle ap
pears as a nonhomogeneous term in the differential 
equations. Thus , the homogeneous parts of the inner 
problems considered in this paper are identical to those of a 
vertical flat plate considered previously by Cheng and Hsu 
[11]. For this reason the eigenvalues and eigenfunctions of the 

sxw)«--> 
,e - V- V 2 I e?„ =x 

fmdi) 

8m ( l ) 

(36a) 

(36fe) 

where the functions/ ,„ (ij) and g,„ (rj) for 0 < X < 1 have been 
determined numerically [11] and a,„ 's are the eigenvalues 
having the values of am = 2 f or n = 0 and am > 2 f or 0 < X < 1. 

Results and Di scuss ion 

Numerical Integration of Perturbation Functions. The 
perturbat ion functions / „ , g0, fit and gi were numerically 
integrated elsewhere [11, 13]. The particular solution of the 
second-order inner problem, as given by equations (23-26), 
has been numerically integrated for X = 0 and 1/3. Note that 
for X = 0, Gj (ri) =G{ (rj) = 0 , i .e., second-order correction in 
temperature and local surface heat flux are zero. The third-
order solution as given by equations (33-35) have been 
numerically integrated for selected values of X for the six cases 
shown in Fig. 2, where Case \-b is the case considered 
previously by Cheng and Hsu [11]. 

Stream Function and Velocity Along the Inclined Plate. 
From equations (10a), (11a), (21), and (36a), the inner 
solution for stream function is given by 

+ F , (TJ) t a n a 0 l + 0 ( e 2 ) ] , X = 0 

* = e[x~f0(V) - e [ ^ - ' / 0 ( o o ) cot ( - t l A o ) / , (v 

(37a) 

+Ft (?j) tan <*oJ + e*X 

x+i 
2 * 2 ( r ; ) + 0 ( e " ) ] , 0 < X < 1 (376) 

286/Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where n<am. Theoretically, a term of 0(e2iog e) has to be 
inserted in equation (37a) between 0(e) and 0(e2) since the 
eigenfunction for X = 0 is of 0(e2) in the postulated inner 
expansion. As discussed by Stewartson [14] the insertion of 
these terms is needed so that solution will be consistent at 
infinity. However, a recent study by Daniels and Simpkins 
[15] shows that the logarithmic terms does not exist in the type 
of the flow considered in the present paper.* 

It follows from equations (37) that the inner solution for 
the velocity component along the inclined surface is 

KpnglHTv-Tv,) cos a0 

A uniformly valid solution for the velocity component 
parallel to the heated surface can be obtained by adding the 
inner solution given by equation (38) to the outer solution 
given by equation (40) and subtracting the matching con
ditions given by equation (39). The numerical results of the 
uniformly valid solution for the velocity component parallel 
to the heated surface for Case l-a,b,c and II-6 with X= 1/3 
and R a x a = 2 0 are presented in Fig. 3. In these figures, the 
solid lines are the first-order theory, i.e., the boundary layer 
approximation, while the dashed lines are for higher-order 
theory. The effect of upstream geometry on the vertical 
velocity component adjacent to the heated vertical surface is 
shown in Fig. 3(a). It is seen that the decrease of the angle A0 

between the heated surface relative to the upstream im
permeable surface tends to retard the buoyancy-induced flow. 
This is owing to the fact that the entrained fluid cannot be 
drawn from upstream for the case of A0 = ir/2, i.e., Case Il-b. 
The velocity component parallel to the heated inclined plate 
for upward-facing plate (Case l-c) and the downward-facing 
plate (Case I-a) at the same inclination angle with A= 1/3 and 

v J v a * , a : 

+F/ ( i j ) t ana o l+0 (e 2 ) , X = 0 

/0 ' (,,) r ^ L / 0 ( o o ) cot (—^ A0V1' (»/) Ra*,« = 20 is shown in Fig. 3(b). It is seen that the velocity 
VRaX|Q, L 2 \ 2 / component parallel to the heated surface is higher for the case 

+F 1 ' ( r j ) tana 0 ]+*2 ' (>7)/Ra, , a+0(e") ) 0 < X < 1 

(386) 
For the case of X = 0, equations (37) and (38) show that the 
second-order terms in the inner solution for velocity vanish 
only for Case l-b where A0 = TT and a0 = 0. For other cases 
second-order correction for the inner solution for the velocity 
field do exist. Letting 17 — OO, equation (38) become 

component parallel to the heated surface is higher for the case 
of an upward-facing inclined plate than that of a downward-
facing inclined plate. 

Temperature and Surface Heat Flux. Since the outer 
solutions as well as matching conditions for temperature are 
zero, the inner solution is uniformly valid for the whole flow 
field. It follows from equations (106), (lib), and (22) that the 
uniformly valid solution for temperature is 

fgoW+0(e2), forX = 0 

fill 

Kpng^Tn-Tv,) COS <*0 

VRa 
~ [ ^ / o ( « ) cot ( ^ ) ] +0(e2), X = 0 

(41a) 

VRa 

A + l v / X + l \ 1 
/o ( ° ° )co t ^ — AoJJ 

(39a) 

L 2 

I f 1 - A ' 

Rax , a
 c 4 

[Ai-tonotoFiiriv,)]-) 
j +0(e"), A„ 

0<X<1 (396) 

which is the matching condition. 
It can be shown that the outer solution for the velocity 

component along the inclined surface is 

^ V o ( ' ? ) - e L ^ - / o ( 0 0 ) c o t ( — ^ - A o j g , ^ ) 

+ G, (?/) tana 0 \x
 2 

+ e2e2(T))/x + 0(e"), f o r 0 < X < l (416) 

Equations (41) for Cases I-a,6,c and II-6 at X= l /3 and 
RaXa = 20 are plotted in Figs. 4 were the solid lines are for the 
boundary layer theory and the dashed lines are for the third-
order theory. Since the second-order theory is very close to the 
third-order theory, the second-order results are omitted in the 
graphs. Figure 4(a) shows that decreasing the angle A0 in
creases the temperature because of the decrease in velocity as 
shown in Fig. 3(a). For the same reason, the temperature near 
the downward-facing heated plate is higher than that of the 
upward-facing plate as is shown in Fig. 4(6). 

Differentiating equations (41) with respect to y gives the 
following expressions for the local Nusselt number 

KPa>gl3(Tw-T^cosao 

X+l 
/ 0 (oo)[ l + ^2/VRaX iJ * c o s f - ^ A o - ^ - A ] 

X+l 
V R a 7 ^ s i n ( - ^ - A 0 ) 

Nuv 

VRa 

_ [Aj - tana0F1(r ? o o)]cosA 

Ra, , J l+T, 2 /VRa7j 1 / 2 A 0 

where A = tan ~' (TjVRaT^). 

+ 0(e3) (40) 

-g0'(0) + 0(e2),forX = 0 (42a) 

l r x + i / X + l , \ 

*°'(0)-v!CL^cot(-^A0 
fo (<=<>)g{(0) + G{(0) tan aoj 

e2'(Q) 
Rav„ 

+ 0(e" '») , for0<X<l (426) 

*The authors wish to thank an anonymous reviewer for calling our attention 
to the recent work by Daniels and Simpkins [15], who considered the case of 
X = 0 and c*o = 0 with an adiabatic lower plate. 

Equation (42a) shows that the second-order effects on the 
local heat transfer rate are zero for an isothermal plate. 

Equation (426) for Cases I-a,6,c and II-6 at X= l /3 are 
plotted as dashed lines in Fig. 5. For comparison, the results 
given by the boundary layer theory are plotted as solid 
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1.4 

a ) X = l / 3 , R a x a = 2 0 

Boundary Layer Theory 

Second - Order Theory 

Third - Order Theory 

b ) X - -1 /3 , Raxa = 20 

Boundary Layer Theory 

Second-Order Theory 

Third-Order Theory 

Fig. 3 Effects of upstream geometry and inclination angle of the 
heated plate on the buoyancy-induced velocity parallel to the heated 
plate: (a) cases l-b and ll-b, (b) cases l-a and l-c 

straight lines. It is seen from Fig. 5(a) that the decrease of the 
angle A0 retards the heat transfer rate because of the decrease 
in the velocity of the buoyancy-induced flow. Figure 5(b) 
shows that at the same inclination angle, the local heat 
transfer rate is higher for the case of an upward-facing plate 
than that of a downward-facing plate because of the increase 

in velocity in the former situation. Figure 5 also shows that 
the higher-order theory converges to the boundary layer 
theory at high Rayleigh numbers (defined based on the 
component of the gravitational acceleration parallel to that of 
the inclined plate) where the higher-order effects become 
unimportant. 
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Fig. 4 Effects of upstream geometry and inclination angles of the 
heated plate on temperature profiles: (a) cases l-b and ll-b, (b) cases l-a 
and l-c 

The total thermal energy Q that is convected away at x is — 1 [' ~ A . , - *•&„,, ^ 
I Jo 

S CO 

0u(f-foo)dy (43) and 

For a vertical plate with a length /, the total heat transfer S(X,A0,a0) = ——-/0(oo) cot [ ( ^ ~ " ) A o J ] 0 figodv 
from the plate is equal to the total thermal energy convected 
away at x=l. Thus, the total heat transfer rate for a vertical f °° 
plate with a length / can be obtained by substituting the + t a n a ° J o Fl'8f>cirl 
leading terms of equations (38-41) into equation (43) and 
lettingx = 1 to give (hll^^oo) 

Nu = 
Q 

^ i ^ - v s : •<*•>} 
+ 

C» r X + l X - l 1 

Jo cos[~~2~ ° 2~~ . r ° 

k{Tw-Tm) 

where Nu is the average Nusselt number, 

(44) 

; i n ( ^ A 0 ) 

(
1 I \ v rt 00 

~~2~~ v J o 8o^)dr' 

X+l 
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Fig. 5 Effects of upstream geometry and inclination angle of the 
heated plate on the local Nusselt number: (a) cases l-b and ll-b, (b) 
cases l-a and l-c 

The value of S indicates the second-order effects of upstream 
geometry (A0) and inclination angle (a0) on the average 
Nusselt number. 

Equation (44) was computed for the six cases shown in Fig. 
2. The effects of the upstream geometry on the average 
Nusselt number for a vertical heated plate with X =0 and 
X= 1/3 are shown in Figs. 6(a) and 6(b). For the case of an 
isothermal plate (X = 0), Fig. 6(a) shows that the second-order 
correction on the average Nusselt number is positive because 
of the fluid entrainment from upstream, although the second-
order effect on the local Nusselt number is zero (see equation 
(42a)). Figure 6 also shows that reducing the intercepting 
angle A0 decreases the average surface heat flux. The effect of 
A0 on the average Nusselt number of an inclined surface is 

displayed in Fig. 7 which shows that at a given inclination 
angle a0, the average surface heat flux is higher for an up
ward-facing plate than that of a downward-facing plate. 

Concluding Remarks 
The following conclusions may be drawn from the present 

analysis: 
1. For the case of an isothermal (X = 0) surface, the second-

order effects of upstream geomety and inclination angle of the 
heat plate on the temperature distribution and the local 
surface heat flux are identically zero. The second-order ef
fects, however, do modify the velocity profile near the outer 

290 /Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nu 

40 

30 

20 

10 

5 

4 

3 

2 

1 

" a ) 

~ 

s 

1 1 1 

X = 0 

s? 

1 1 1 

1 

' / 

^s£ 

\ . 

1 

1 I I I 

^^^ 
( O * ^ - ' 

Boundary Layer Theory 

~— Second-Order Theory 

1 i l l 

-

^ 

-

-

-

20 30 40 50 100 200 300 400 500 

Ra = Ra„ 

1000 

Nu 

Boundary Layer Theory 

Second-Order Theory 

l l 1 1 L J L 
20 30 40 50 100 200 300 400 500 

Ra„ 
1000 

50 

40 

30 

20 

10 

Nu 

1 

" b) X 

-

/ ' 

1 

1 1 1 

-1 /3 

i 

1 

"C 
1 1 1 

1 I I I 

^ ^ 

_ 

Second-Order Theory 

1 1 1 1 
20 30 40 50 100 200 300 400 500 1000 

Ra • Ra„ 

50 

40 

30 

Nu 

b) X = l/3 

1 I I I L_ 
20 30 40 50 100 

Boundary Layer Theory 

Second-Order Theory 

J I L 
200 300 400 500 1000 

Ra„ 

Fig. 6 Effects of upstream geometry on the average Nusselt number Fig. 7 Effects of upstream geometry on the average Nusselt number 
of a vertical heated plate: (a) X = 0, and (b) A = 1/3 of an inclined heated plate: (a) X = 0, and (b) X = 1/3 

edge of the thermal layer resulting in a change of the average 
heat flux. The third-order effect cannot be determined 
without a detailed analysis of the leading edge effect which is 
beyond the scope of this work. 

2. For other values of X, a uniformly valid solution has 
been obtained up to the fourth order where the leading edge 
effect begins to appear. The second and third-order effects do 
modify the temperature profile, velocity, and local and 
average heat flux. 

3. At the same inclination angle, the surface heat flux is 
higher for an upward-facing inclinded plate than that of a 
downward-facing inclined plate. 

4. Reducing the intercepting angle between the heated 
surface relative to the upstream impermeable surface tends to 
decrease the amount of entrained fluid, and consequently 
retards the surface heat flux. 

5. The effects of upstream geometry and inclination of the 

heated plate on the heat transfer characteristics become more 
prounced as the Rayleigh number is decreased. 
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Natural Convection in a Stably 
Heated Corner Filled With Porous 
Medium 
This is a study of the single-cell natural convection pattern that occurs in a "stably 
heated" corner in a fluid-saturated porous medium, i.e., in the corner formed 
between a cold horizontal wall and a hot vertical wall situated above the horizontal 
wall, or in the corner between a hot horizontal wall and a cold vertical wall situated 
below the horizontal wall. Numerical simulations show that this type of corner flow 
is present in porous media heated from the side when a stabilizing vertical tem
perature gradient is imposed in order to suppress the side-driven convection. Based 
on numerical solutions and on scale analysis, it is shown that the single cell corner 
flow becomes increasingly more localized as the Rayleigh number increases. At the 
same time, the mass flow rate engaged in natural circulation and the conduction-
referenced Nusselt number increase. Numerical results for the flow and temperature 
fields and for the net heat transfer rate are reported in the Darcy-Rayleigh number 
range 10-6000. 

Introduction 

Ever since its emergence as an important subfield in 
thermal convection, the topic of natural convection through a 
fluid-saturated porous medium has been studied primarily in 
one of the two main configurations in which the phenomenon 
can exist: 

(/) Porous layers heated from below 
(;'(') Porous layers heated from the side 

Aside from many practical applications that differentiate 
rather severely between the relevance of one configuration 
over the relevance of the other (e.g., geophysical applications 
for configuration (/'), and building insulation technology for 
configuration («)), the flows housed by the two con
figurations differ in a fundamental sense. Unlike in layers 
heated from the side, where fluid motion is present as soon as 
an infinitesimally small temperature difference is applied 
across the layer, in layers heated from below convection is 
possible only if the temperature difference exceeds a critical 
threshold value. Furthermore, as the temperature difference 
increases, in layers heated from the side the flow remains 
unicellular (e.g., two-dimensional layers with rectangular 
cross-section, or the "porous" equivalent of the double-pane 
window problem), whereas in layers heated from below the 
flow evolves as a collection of Benard cells whose number 
increases discretely. The fundamental difference between 
configurations (/) and (//) is amply documented in the 
literature, for example, [1-3] for layers heated from below 
and [4-6] for layers heated from the side. 

An interesting interaction between the two phenomena (/) 
and (/;') is observed in connection with the thermal insulation 
design problem of suppressing the natural circulation in a 
layer heated from the side. As illustrated later in this article 
(Figs. 2, 3), the natural convection driven by heating from the 
side can be suppressed, at least partially, by the imposition of 
a stabilizing vertical temperature gradient. In other words, the 
natural convection flow of type (//) is inhibited rather ef
ficiently through the imposition of a temperature gradient 
designed to inhibit convection of type (/). The same con
clusion applies in the case of enclosures filled with fluid 
(without a porous matrix), as demonstrated earlier by Ostrach 
and his co-workers [7-9] and by Shiralkar and Tien [10]. 

As shown in [7-10] and in Fig. 3(a) of the present study, the 

side-driven natural circulation does not disappear completely 
even when the vertical stabilizing gradient is greater than the 
destabilizing horizontal gradient. Even under these con
ditions, natural convection persists in the two opposing 
corners formed by the cooled bottom wall and the heated 
lateral wall, and by the heated top wall and the cooled lateral 
wall. The corner region shown schematically in Fig. 1 is the 
focus of the present study. The same corner region 
corresponds to the lower right-hand corner of Fig. 3. One very 
interesting feature of the corner flow is that it occupies a 
smaller and smaller space as the temperature difference 
between the two walls increases. To document and explain 
this behavior, and to calculate the heat transfer potential of 
the corner flow is the objective of the present study. 

Mathematical Formulation 

We begin with the numerical simulation of the natural 
convection flow in a layer heated from the side and from 
above in order to illustrate the persistence of a single-cell flow 
in a stably heated corner. Next, we conduct numerical ex
periments in the isolated corner region defined in Fig. 1. 
Focusing on a square box filled with fluid-saturated porous 
medium, the conservation equations for mass, momentum, 
and energy are 

H 
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Fig. 1 Schematic of a stably heated corner in a fluid saturated porous 
medium 
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Fig. 2 Flow and 
ferentially heated 
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temperature field in a square box bounded by dif-
side walls and adiabatic top and bottom walls (L/H 

(1) 

3 " , dv. 

= 0 

v dx 
(2) 

dTt 

9x~ 
+ v. - « ( 

g2T Q2T 

(3) 
dx\ dy\. 

These equations are written in a coordinate system with the y-
axis pointing against gravity, and for a Boussinesq-
incompressible fluid that obeys the Darcy flow model [1]. The 
symbols appearing in equations (1-3) are defined in the 
Nomenclature and in Fig. 1. For numerical computations, it is 
necessary to place equations (1-3) in dimensionless form 

d2^ d2^ _ dd 

~dxT "*" dy2 

3(0,^) _ jM 

d{x,y) dx2 

= - R a 
dx 

d2d 

"dy 

(4) 

(5) 

by introducing the dimensionless stream function \{/(x,y) 

u = d)p/dy, v = - d\p/dx (6) 

and the dimensionless variables 

tf = ^ / a , 0 = (T,-TCt)/(THt-TCt), 

{x,y) = (.xt,yJ/H (J) 

Parameter Ra is the Darcy-modified Rayleigh number 

Ra = g0KH(TH -Tc )/va (8) 
* * 

The boundary conditions for the isolated stably heated corner 
region of Fig. 1 are 

= 0 at x = 0 

= 0 at x = L/H 

= 0 at y = 0 

= 0 at y = 1 (9) 

The problem described here as equations (4), (5), and (9) 
was solved numerically based on an algorithm described in 
detail in the next section. Before showing the numerical 
solution for the corner flow, it is instructive to illustrate the 
effect of a stabilizing vertical temperature gradient on the 
well-known, single-cell circulation in a layer heated and 
cooled along the sides. Figure 2 shows the characteristic 
streamlines and isotherms in a square porous medium with 
different side temperatures and with adiabatic top and bottom 
walls. These results were generated numerically using 2 1 x 2 1 
grid points and a coordinate transformation that increased the 
density of grid points near the impermeable walls (see the next 
section). 

In Fig. 3, the side-wall temperatures were kept the same as 
in Fig. 2; however, the top and bottom walls are now 
isothermal and at different temperatures. The effect of the 
vertical temperature gradient on the flow and temperature 

0 = 1, 

de 
dx=°' 
e = o, 

— = o, 
dy 

+ 
+ 
+ 
H> 

N o m e n c l a t u r e 

H 
k 

K 
I 

L 
Nu 

P 
q 

gravitational acceleration 
boundary layer thickness along 
bottom wall 
cavity height 
the rmal conduc t iv i ty of 
fluid/porous matrix com
bination 
permeability of porous matrix 
ver t ical b o u n d a r y layer 
thickness 
cavity width 
Nusselt number 
deformed x-coordinate 
deformed .y-coordinate 

q" = heat flux specified along the 
bottom wall 

Q = rate of heat transfer per unit 
length 

Ra = Rayleigh number 
T = temperature 

AT = temperature difference, TH — Tc 

u = horizontal velocity component 
v = vertical velocity component 
x = horizontal coordinate 
y = vertical coordinate 

Greek Symbols 

a = thermal diffusivity 
/3 = coefficient of thermal expansion 
5 = residue of numerical error 

+ = 

coo rd ina t e de fo rmat ion 
parameter 
kinematic viscosity 
dimensionless temperature, 
<.T,-TCt)/(THt-TCt) 
stream function 

Superscripts 
k = iteration order 
- = average value 

Subscripts 
* = dimensional quantity 

H - indicating hot wall 
c = indicating cold wall 
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Ra = IOO 
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Fig. 3 Flow and temperature field in a square box bounded by dif
ferentially heated side walls, with positive (stabilizing) vertical tem
perature gradient (L/H = 1,Ra = 100) 

patterns is very similar to the effect found in Newtonian fluids 
[7-10]. The thermal stratification of the porous medium is 
evident in Fig. 3(b); also visible is the formation of cellular 
flows in the two stably heated corners of the square enclosure. 

Numerical Experiments 

The phenomenon of natural convection in a stably heated 
corner in a porous medium was simulated numerically. The 
second upwind method was used for the convection terms in 
the energy equation (5), and the remaining terms were ap
proximated by centered finite difference. The resulting 
coupled algebraic equations were solved iteratively. In order 
to position more grid points near the solid boundaries of the 
porous medium, we employed the coordinate transformation 
suggested by Kublbeck et al. [11] 

= I [ l + t a n ^ ( 2 * - l ) e ] / t a n ( ^ ) ] />(*) = 

q(y) = i [ l+ tan[£(2y- l )e ] / tan( J e ) ] (10) 

where p and q serve as new independent variables, and e 
indicates the deformation rate of the original x—y coordinate 
system. The effect of the foregoing coordinate transformation 
on the numerical result of the total mass flow rate i/-max is 
shown in Fig. 4. It is known that the centered-finite difference 
approximation for the advection term gives more accurate 
results than the upwind approximation in natural convection 

W O K 

-

-

o 

' 1 

Ro = 100 

o second U.W.D. (11 x 11) 
with nonuniform mesh 

C.F.D.(2lx 2!) 
with uniform mesh 

o u 

0 0.5 0.8 

€ • coordinate deformation parameter 

3 --

0 

Ra=IOO 

o C.FD. with uniform mesh 

a second U.W.D. with €=0.8 

—« 

i i i • . 

total number of grid points 

Fig. 4 The effect of (a) coordinate deformation and (b) number of grid 
points, on the accuracy of numerical calculations 

problems (Chow and Tien [12]), and that it can be subject to 
numerical instability unless a sufficient number of grid points 
are employed. In the case of Ra = 100, the centered finite 
difference scheme with 21 x 21 equidistant grid points 
converges rapidly; on Figs. 4(a) and 4(b), the centered finite 
difference result is compared with the corresponding results 
obtained based on the scheme employed in the present study 
(second upwind with coordinate transformation). The 
comparison shows that the \pmax results obtained with the 11 
x 11 nonuniform grid system (e = 0.8) and with the upwind 
method agrees well with that based on the centered difference 
method. The relative discrepancy between the two 
calculations is about 3 percent, and it indicates that the 
coordinate transformation yields a substantial improvement 
in accuracy. 

The steady state was determined by monitoring the con
vergence of the temperature field, using the following 
criterion 

i J 
m n 

<5 (11) 
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Ra = l000 

Ra = IO 

Ra=l00 

Ra = l000 

Fig. 5 Streamlines and isotherms for natural convection in a stably 
heated corner with isothermal walls (L/H = 1): (a) Ra = 10; (b) Ra = 
100;(c)Ra = 1000 

where k indicates the iteration order. Once the temperature 
field has converged, the convergence of the hydrodynamic 
field is guaranteed, because the stream function equation (4) 
is linear and the source term (the right-hand side) depends 
only on the temperature field. The 5 residue was taken as 5 x 
10~5. The further decrease of 5 does not yield a significant 
change in the overall Nusselt number and in i/max. For the 
high Rayleigh number regime (Ra i? 1000), we used 41 x 41 
grid points in a nonuniform mesh. 

Solutions for the flow and temperature patterns are 
presented in Fig. 5. The isotherms show that the bottom-wall 
thermal boundary layer becomes visible when Ra exceeds 
0(100), and that the boundary layer thickness decreases 
continuously as Ra increases. The boundary layer along the 
heated vertical wall also becomes thinner; in fact, its thickness 

appears to decrease faster than the horizontal boundary layer 
thickness (this trend is suggested by the migration of the point 
°f '/'max o n the streamline patterns of Fig. 5). The streamlines 
show that the single-cell corner flow becomes more "local" as 
the Rayleigh number increases. 

The numerical results show also that the flow and the heat 
converted by it intensify as the Rayleigh number increases. 
The increase in the total flow rate is illustrated in Fig. 6 as 
"A*max/a versus Ra: The numerical data suggest asymp
totically a proportionality of type \j/tmm/a~Ral/3, which, as 
shown in the next section, is consistent with scale analysis. 
The overall heat transfer rate is reported in Fig. 7 as the 
overall Nusselt number 

N u = ^ (12) 
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Fig. 6 The maximum value of the dimensionless stream function 
<P, max'"-as a function of the Rayleigh number 

SOTHERMAL LEFT AND BOTTOM WALLS 

ISOTHERMAL LEFT WALL AND 
CONSTANT-HEAT-FLUX BOTTOM WALL 

10000 

Fig. 7 The heat transfer rate through a stably heated corner region 
filled with fluid saturated porous medium 

where Q is the wall-to-wall heat transfer rate per unit length 
normal to the plane of Fig. 1. The Nusselt number was 
calculated by integrating along either wall the temperature 
gradient normal to the wall: these alternative evaluations of 
Nu agree within 6 percent. The discrepancy in the two 
alternative Nu calculations may be attributed to the 
phenomenon of numerical diffusion. This effect is intensive in 
regions where the velocity vector is inclined with respect to the 
orthogonal grid, i.e, in the vicinity of the four corners. 

Throughout the numerical simulation of convection in the 
corner between two isothermal walls, the temperature of the 
corner point was taken as the average temperature 
{TH +TC )/2. This choice is consistent with what happens in 
a re*al system where two isothermal walls of similar con
struction come in direct thermal contact. In order to model 
the continuous variation of the temperature around the corner 
of a real system, we also simulated numerically the flow in the 
corner between an isothermal vertical wall and a horizontal 
wall with specified uniform heat flux (Fig. 8). In this system, 
the corner point temperature is equal to the temperature of the 
hot vertical wall, as the bottom wall temperature decreases 
monotonically in the positive x-direction. The overall 
structure of the flow and temperature fields closely resembles 
the one observed in the case of two isothermal walls (see Ra = 
1000, in Fig. 5). The heat transfer rate is also similar to the 
one calculated previously, as shown in Fig. 7. The Nusselt 
number is now defined as 

Nu= =— (13) 
T«.-T<, 

# * 
where q" is the heat flux specified along the bottom wall, and 
Tc is the average temperature of the bottom wall * 

i <-L 
T,. = T,. dx (14) 

Scale Analysis 

The influence exercised by the Rayleigh number on the 
corner convection phenomenon can be explained qualitatively 
based on pure scaling arguments. As shown in Fig. 1 and, in 
greater detail, in Fig. 5 and 8, at high enough Rayleigh 
numbers the differentially heated corner enters the boundary 
layer regime. Let / and /; be the vertical and, respectively, 
horizontal boundary layer thickness scales: these length scales 
divide the corner region into four domains labeled I-IV on 
Fig. 1. Assuming that region I is a boundary layer region, in 
other words, assuming that 

K<h 

the scaling laws required by equations (1-3) are 

/ h 

y. Kg($ A T ; 

Ar 

/ 

A7\ 

(15) 

(16) 

(17) 

(18) 
n r 

Combining equations (17) and (18), we find a relationship 
between the two thicknesses 

h 

T2 
KgpAT 

(19) 

The other relationship between /; and / follows from the 
constraint that the heat transfer to the vertical boundary layer 
is eventually released by the horizontal layer to the horizontal 
(cold) wall 

AT AT 
Q~hk—±~Lk—± (20) 

/ h 
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Ra = l200 

1200 

Fig. 8 Streamlines and isotherms for natural convection in a stably 
heated corner with isothermal vertical wall and constant-heat-flux 
along the horizontal wall (L/H = 1,Ra = 1200) 

Equations (19, 20) are sufficient for determining the length 
scales of high-Ra corner convection. Noting that in this study 
H=L, the sought scales are 

h~HRa~W3 (21) 
-2/3 l~HRa- (22) 

Therefore, the slenderness assumption that preceded the scale 
analysis, equation (15), is valid when Ra1/3 is much greater 
than 0(1) 

y ~ R a 1 / 3 > > l (23) 

This high-Ra criterion suggests that only the highest Rayleigh 
numbers simulated numerically in Figs. 5 and 8 qualify as 
marginal cases of boundary layer convection. Despite the 
relatively low Ra l / 3 values of the cases documented 
numerically, the trends, exhibited by the data of Figs. 6 and 7 
agree very well with those recommended by the boundary 
layer scales (21, 22). For example, the stream function scale in 
the boundary layer regime must be 

^ - ^ / - a R a 1 7 3 (24) 

which agrees very well with the trend approached asymp
totically by the data of Fig. 6. For the Nusselt number, the 
boundary layer scaling recommends 

Nu = (25) 

The validity of this scaling law is confirmed by the high 
Rayleigh number data of Fig. 7. 

Concluding Remarks 

In this study we focused on the heat and fluid flow fun
damentals of buoyancy-driven convection in the stably heated 
corner of a fluid-saturated porous medium (Fig. 1). Based on 
numerical simulations, we showed that this type of corner 
flow is a characteristic of porous media heated from the side 
and, simultaneously, from above (Figs. 2,3): in this manner, 
the corner phenomenon documented in this study promises to 
survive in (hence, to plague the insulation value of) side-
heated porous layers with stabilizing vertical temperature 
gradients. 

Numerical solutions and scaling arguments suggest that the 
flow driven by the differentially heated corner becomes in
creasingly more localized as the Rayleigh number increases. 
At the same time, the mass flow rate that engages in natural 
circulation increases (Fig. 6), and so does the conduction-
referenced Nusselt number (Fig. 7). Numerical simulations 
showed also that the flow and temperature patterns in a 
corner region with uniform heat flux along the bottom wall 
(Fig. 8) are essentially the same as when the bottom wall is 
isothermal (Fig. 5). 

It is worth keeping in mind that the conclusions of this 
study rest on the validity of the Darcy flow model, on which 
the mathematical formulation was based. The Darcy flow 
model is valid provided the Reynolds number based on local 
velocity and pore size does not exceed 0(1). 
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Liquid Diffusion in Fibrous 
Insulation 
Vapor condensation in insulated structures degrades their physical properties as 
well as thermal performance. Motion of the condensate within the insulation is a 
crucial factor in analyzing annual moisture retention in building shells. The dif
fusion of liquid can be caused by several driving potentials. A model for isothermal 
liquid transport in fibrous insulation is presented. The model relates liquid dif
fusion to the characteristics of the insulation. These are identified as void-fraction 
and its spatial distribution, mean fiber radius, directionally index, and tortuousity 
factor. Due to the anisotropic layered structure of the fiberglass insulation, liquid 
diffusion along the three principal directions are studied. The diffusion of liquid 
from one layer to the next is controlled by liquid diffusion along the layers and the 
tortuosity factor. Diffusion along the layers is caused by the suction potential and 
retarded by the viscous forces. By balancing the suction and the viscous forces, a 
model for transient diffusion in terms of the five medium properties is obtained. An 
electrical resistance probe for in-situ measurement of liquid content in insulation 
samples of high voidage has been developed. Data on liquid diffusion under 
isothermal concentration gradients for commercial fiberglass insulations have been 
acquired. The experimental data show consistent agreement with the model 
predictions. 

Introduction 

The condensation of water vapor in building structures is a 
widely observed phenomenon [1], The presence of condensate 
in structures is undesirable for it could promote such 
phenomena as wood decay, corrosion of metals, ef
florescence, and a decrease in the structural strength of the 
shell upon freezing. During the past decade considerable 
attention has been paid to the increase of thermal efficiency of 
buildings through added insulation. However, the possible 
problems associated with moisture condensation in the in
sulated structures have not been adequately considered. 
Traditionally, vapor barriers have been used to inhibit 
moisture migration into the insulated structure. Yet, it has 
been shown that holes as small as .036 percent of the total 
area reduce the resistance of the barrier to vapor flow by 92 
percent [2]. Futhermore, air infiltration through the building 
shell contributes substantially to condensation in the in
sulation. Hence, study of the behavior of the condensate in 
insulation is crucial to the understanding of the performance 
of insulated structures. As the condensate accumulates it 
migrates to other parts of the insulation. The liquid flux in a 
gravity-free environment is affected by the gradients in two 
thermodynamic potentials: liquid content and temperature. 
The migration of liquid in unsaturated porous bodies is 
caused by the action of capillary forces. The capillary forces 
cause the liquid to diffuse from regions of higher liquid 
content to drier regions (i.e., against the liquid content 
gradient). As the value of the surface tension of water in
creases with decreasing temperature the liquid migrates 
towards the colder side under the influence of temperature 
gradient. 

In this paper a study of isothermal liquid diffusion in 
fibrous insulation in absence of gravitational forces is 
presented. The movement of liquid in a porous body depends 
strongly on the structure of the medium. By studying the 
physical attributes of the fiberglass insulation, a model based 
on an ordered array of filaments is developed. Liquid dif
fusion in the insulation is caused by the suction potential of 
the medium and retarded by the viscous forces. Each of those 

phenomena is studied individually and their combination used 
in the development of a diffusion theory. Experimental in
vestigations are performed and the model is corroborated. 
The fiberglass batts used as thermal insulation in roofs and 
walls consist of layers of fiberglass filaments that are held 
together with a phenolic binder. The batts usually have a very 
high void fraction (95-99 percent), with binder accounting for 
as much as 20 percent of the weight. The fiberglass filaments 
have varying diameters with an average value of 3.56 x 10"6 

m. Each fiberglass layer differs from its adjacent layers in the 
volume of filaments and binder that it contains; and, hence, a 
different void fraction. The fiberglass filaments are dispersed 
randomly in each layer. However, the inspection of insulation 
under the microscope reveals that the number of fibers along 
the batt is slightly larger that that across the batt, and the 
number of fibers that are perpendicular to the batt and run 
from one layer to the other is very small, Fig. 1(a). 

In sum, the fiberglass insulation is an inhomogeneous 
assemblage of fiberglass filaments and phenolic binder. The 
insulation is characterized by an anisotropic fiber density and 
a nonuniform void-fraction distribution. 

o ! ,0~"°̂ > -

fr-e o 
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Fig. M.) 

Fig. 1 Schematic of insulation batts and fiber arrangement 
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Model 

The study of liquid diffusion in fiberglass insulation 
requires a model for the distribution of fibers. It is proposed 
that each fiberglass layer be considered as the basic element. 
The overall behavior of the insulation is determined by a large 
number of such layers. 

Each layer is modeled as a matrix of ordered filaments, 
each with radius rf. If Ndenotes the total number of filaments 
in a cube of unit dimension, the void-fraction, e, would be 

e = l -Nxrf (1) 
The filaments are distributed, unequally, along the three 
orthogonal axes. The three axes are numbered 1, 2, 3 for 
along the layers, across the layers, and perpendicular to the 
layers, Fig. 1(a). The number of filaments in the direction i 
(j = 1, 2, 3) is denoted as «,, hence 

3 

2>/ /N=l (2) 
; = i 

The term n,/N represents the ratio of fibers in direction / to 
the total number of fibers. It is referred to as the directionality 
index. 

Directional void fraction e, is defined as the void fraction 
based only on the number of filaments parallel to direction / 

e, = l-n,/N.(l-e) (=1,2,3 (3) 

The filaments are modelled to be arranged in a square array, 
Fig. 1 (£>). Hence, the half-distance between adjacent 
filaments, r0, can be shown to be 

( = 1,2,3 (4) 
,j - 4 ( 1 - 6 ) 

Suction Sites. Liquid diffuses in the fibrous media by the 
action of capillary forces at the menisci formed by the 
placement of fibers relative to each other. The strength of the 
suction potential at such sites depends on the radius of cur
vature of the menisci. Hence the pressure drop across the 
menisci in the insulation can be represented as 

AP = 2ocos0/rs (5) 

where rs is an equivalent "suction radius." In light of the 
layered arrangement of the fiberglass insulation, we focus on 
the fiber arrangement consistent with the square array model, 
Fig. 1(c), with the fibers forming the menisci being parallel 
and unidirectional. Since the surface tension force acts on one 
quarter of the perimeter of each fiber, and using equation 
equation (4), one finds the suction force per unit of the in
dicated area as 

(T), 
2(TCOS0(1 - 6,) 

1=1 ,2 (6) 
^A ' < if 

Comparing equation (5) with (6) yields the equivalent suction 
radius 

rs=rf/(l-e,) (=1,2 (7) 

Viscous Drag. The flow of liquid in a fibrous medium is 
retarded by the action of the viscous forces. In the following a 
model is developed which relates the pressure drop to the 
characteristics of the fibrous media. 

In the square array model of the medium, the filaments are 
either parallel or perpendicular to the direction of flow. The 
model considers the flow to be the linear superposition of two 
flows: flow along an array of filaments, and flow across a 
bank of filaments. The superposition of the two flows 
assumes that the effect of one flow field on the other is 
negligible; the case which is readily encountered at flow 
through a medium with high void fraction. The total pressure 
drop is, then, the weighted sum of the pressure drops in the 
two flows. 

In the viscous flow of a fluid along an array of filaments, 
the pressure drop is related to the velocity field. The velocity 
field is described by the following equation with the ap
propriate boundary conditions 

dP - 1 d2 u 

*- = T'*7 (8) 

To obtain the boundary conditions for the foregoing 
equation, a unit cell must be chosen such that the whole flow 
field can be reproduced by reflecting the cell on each of its 
sides. Sparrow [3] used a triangular cell, Fig. 1(b), and ob
tained the following expression for the flow field at high void 
fractions (e>.90) 

- 1 dP 

li dz 

[tf(sU-tf^-3, + I) + itf-£] 

JV 
where f, is the nondimensional separation distance 

(=1,2,3 f / V A„,/M( An,/N(\-e) 

(9) 

(10) 

Happel [4] has shown that the flow across a bank of 
cylinders can be described as 

1 / # - ! • 

«[-*-KPr)] 

where 

- U P , — r* 
li dz 

4ir 
(11) 

N o m e n c l a t u r e 

/ = frequency distribution 
h = layer thickness 

k, = directional permeability 
Lt = distance traveled along layer by 

diffusing liquid 
L0 = distance between two in

terconnections 
n, = number of fibers per unit area 

in direction i 
N = total number of fibers in a cube 

of unit dimension 
p = pressure 

r = radial coordinate 
rf = fiber radius 
r0 = half the distance between two 

fiber filaments 
rs = equivalent suction radius 
r* = equivalent diffusion radius 
u = average velocity 
z = coordinate in flow direction 

Greek Symbols 

a = liquid diffusivity 

6 

e; 
eT 

r 
$ 
6 

V-
P 
a 
T 

= void-fraction for a layer of 
fibers 

= directional void fraction 
= macroscopic void fraction 
= nondimensional distance 
= nondimensional distance 
= contact angle between liquid 

and medium 
= liquid viscosity 
= liquid density 
= liquid surface tension 
= tortuosity 
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ir- /= 1,2,3 (12) 
4[\-(n,/N)e 

Denoting the drag force per unit length of cylinders parallel 
and perpendicular to the flow by (F/L),,, and (F/L) ±, 
respectively, the pressure drop can be written as 

/AP\ 

Using equation (1) we have, in a succinct form 

••~S(nj/N,e) (=1,2,3 

f),-"'(!)„ ^"-"''(f), '-'•" 

( 
AP\ 
~T)i 

(13) 

(14) 
' / 

where S is the parameter denoting the terms that represent the 
effect of fiber orientation and medium void fraction: 

S(n,/N,e) 

(1 -e ) 

(l-n,/iV)7r 

lnf,- i / H 
Wf + i / 

(VA0Jf({f-f) 

*[«(h«**+ba-3l + i)+k*-£\ 
(15) 

In Fig. 2, a plot of S versus n^N, with e as the parameter is 
given. As shown, S demonstrates a very strong dependence on 
e. At a given e, the value of S decreases as n-JHincreases up 
to a critical value, beyond this value of nJN the value of S 
increases. 

Equation (14) can be written in the more familiar form of 
Darcy's equation 

*. 
0 
0 

0 
* 7 
0 

o-
0 
k3\ 

• 
' dP/dXi ' 

dP/dx2 
dP/dXi 

- 1 

with the directional permeabilities k, given by 

(16) 
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Fig. 3 Liquid diffusion pattern through the layers 

k, = -
rj 

i= 1,2,3 (17) 
4S(/!17JV,e) 

Diffusion In Fibrous Media. The diffusion process is 
controlled by the balance of surface tension forces with the 
viscous forces. In the case of diffusion in layered fibrous-
media, diffusion from one layer to the other is more complex 
than diffusion along the layers. For this reason diffusion in 
the two directions will be discussed separately. 

Diffusion Along Layers. Using equations (5) and (14), the 
balance of viscous forces with surface tension forces yields 

4/tS(n,7iV)e) _ 2acos0 

r< L, 
/=1,2 (18) 

where L, is the length of the diffused front in the /-direction. 
Recognizing that Uj = dLj/dt, then 

L,= 
acosd 

M Sr, 
-t « = 1,2 (19) 

Using equation (7), which relates rs to the properties of the 
medium, with equation (18), yields 

L,= 
acosd ( l -e)/2,/7V 

V1 /'=1,2 (20) 
/x S(nt/N,e) 

Equation (20) describes liquid diffusion along and across the 
fiberglass layers, /' = 1,2, where the majority of the menisci are 
of the type that relate to equation (7). 

Equation (20) can be written in a succinct form, first 
proposed by Washburn [5] for flow of liquids in capillaries: 

L,=Vwff 1 = 1,2 (21) 

where a is the liquid diffusivity 

a=ocos6/2n (22) 

and r* is the equivalent "diffusion radius" 

rf= — — — — Tf 7=1,2 (23) 
S(n,/N,e) 

Equation (23) identifies and isolates the medium properties 
that control the liquid diffusion in the fibrous media. The 
three independent variables are the void fraction, direc
tionality index, and the fiber radius. 

Diffusion Through Layers. Liquid diffuses along the 
fibrous layers due to the action of capillary forces. However, 
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there does not exist a well-defined suction site distribution 
which would promote liquid diffusion from one layer to the 
adjacent one. The percentage of fibers which pass through 
adjacent layers is very small, and hence are not capable of 
forming the necessary suction sites. It is the opinion of the 
authors that liquid diffuses from one layer to the next, as 
shown in Fig. 3. Certain points exist that "connect" the two 
adjacent layers, and the liquid is capable of diffusing from 
one layer to the other through these interconnections. The 
liquid has to travel a length L0 along a layer before reaching 
an "interconnection." Physically, the interconnections are 
points that certain fibers from a layer deviate and approach or 
merge into the next layer such that there exists a continuous 
path for the liquid to diffuse from one layer to the other. It 
should be borne in mind that in each layer the fibers are so 
intermingled as to render a differentiation between movement 
along and across a layer redundant. Hence the liquid dif
fusion from one interconnection point to the other is 
characterized by the equivalent diffusion radius r* as defined 
in equation (23). 

The time that it takes for the liquid to move between two 
interconnection points is, in view of equation (21), 

(L0+h)2 

t = 

Rearranging equation (24) yields 

h-- r*\ \ 1 
' l(LJh+\)2\< 

(24) 

(25) 
(L0/h+l)2. 

Equation (25) is of the form of equation (21). The term in the 
brackets in equation (25) is the square of the ratio of 
minimum distance through layers to the characteristic 
distance traveled by a water particle and is defined as the 
tortuousity factor, r: 

T = T (26) 
(LJh + \)2 

The tortuosity factor is a property of the medium and is the 
measure of the extent of the interconnectedness of adjacent 
layers. 

Effect of the Nonuniformity of Void Fraction. Equations 
(7), (12), and (23) show that the equivalent suction radius, 
pressure drop, and liquid diffusion radius have a parametric 
dependence on the void fraction e. However, e is not uniform 
in the fiberglass insulation. The variations of void fraction in 
the medium can be represented by a spatial frequency 
distribution, with the constraints that 

\'f(e)de=l 

ef(e)de = eT (27) 

where eT is the macroscopic void fraction of the medium. In 
the one-dimensional model the insulation consists of many 
layers with different void fractions. Hence, according to 
equation (7) and (14) there will exist distributions f(rs) and 
f(S), which correspond to the void fraction distribution^ e). 

In considering the pressure drop along a layered fibrous 
medium it should be recognized that the layers offer varying 
amounts of resistance to the flow. The layers can be con
sidered to be in parallel with each other. Therefore 

S-fa/N.er)--
S{ni/N,e)l 

It is well known that when a number of resistances are placed 
in parallel with each other, the equivalent resistance is smaller 
than each of the original resistances. Hence the value of S, for 
a given void fraction and directionality index, obtained on the 
basis of a square array, Fig. 1(6), is the maximum value that 
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Fig. 4 Schematic of the probe and associated electronics circuit 

any fibrous medium, with the same void fraction and n,/N, 
will have. Any nonuniformity in the spacing in-between the 
fibers will cause a decrease in the viscous resistance to flow. 

The r* -distribution for a medium of many layers can be 
calculated from a knowledge of the e-distribution and the 
directionality index. However, such a calculation presumes no 
coupling between adjacent layers. As liquid diffuses along 
layers, with different r*'s, it creates a transverse pressure 
variation in the direction of / = 3. Liquid will flow through the 
layers in such a manner as to decrease the pressure variations. 
Hence, liquid diffusion in interconnected layers will be 
characterized by an /•"-distribution different from the one 
calculated by equation (23). It has been shown that when two 
capillaries of unequal radii are interconnected the rate of 
liquid diffusion in the two coupled capillaries is different 
from the diffusion rate in the two otherwise isolated 
capillaries [6], However, the behavior of many interconnected 
capillaries is difficult, if not impossible, to solve analytically 
and no experiments exist to show any specific trend. It can be 
surmised that the effect of the coupling will be to cause a 
general decrease in the strength of the suction potential, which 
translates to smaller r* values. Furthermore, the coupling will 
cause the r*-distribution to become more flat and less peaked, 
as the decrease in the value of r* will be more pronounced at 
its higher values. However, the difference between the /•*-
distribution, calculated by equation (23) for some e-
distribution, from the distribution that would have in
corporated the effect of coupling should not be so large as to 
mask the overall behavior predicted by the model. 

Experimental Results and Data Analysis 

Experiments were conducted to make quantitative 
measurements of the behavior of liquid in the insulation. The 
experiments were conducted on two types of fiberglass in
sulation: a "heavier" and a "lighter" one with macroscopic 
void-fraction values of 0.945, and 0.982 respectively. The 
experiments were conducted to measure the suction-radius 
distribution, pressure drop-flow rate relationship, and the 
diffusion-radius distribution. Electronic liquid-content 
measurement probes were developed and a special liquid 
prepared for use in the experiments. In the following a 
description of the probes, the liquid, and the three sets of 
experiments are given. 

Liquid Content Probes. Probes have been developed 
which are capable of making instantaneous insitu 
measurement of liquid content in fibrous insulation. The 
probe, Fig. 4, consists of two stainless steel rods of 0.46 mm 
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Fig. 5 Schematic of experiment on measurement of suction-radius in 
insulation samples 

dia spaced 6.26 mm apart. The electrical resistance across 
each probe pair is measured by an a-c resistance measurement 
circuit. As the amount of liquid bridging the two rods 
changes, the probe resistance and thus the output voltage of 
the circuit changes. Hence by the proper installation and 
calibration of the probes instantaneous values of liquid 
content averaged over the probe measuring volume can be 
obtained. In any experiment a number of such probes is 
employed. An electronic switching system scans the set of 
probes continuously, and the output voltage is recorded on a 
chart recorder. The probe was found to make very good 
measurements at higher liquid contents. In the region of lower 
liquid contents, as the liquid "bridges" begin to break up, 
(liquid contents up to approximately 10 percent), the 
measurement errors become appreciable. 

The Liquid. As mentioned above, the liquid content 
measurement probes work on the basis of measuring the 
electrical resistance of the liquid that bridges the probe. This 
requires that the electrical resistivity of the liquid be constant. 
However it has been found that the phenolic binder dissoves 
in water and causes strong changes in its electrical resistivity. 
To overcome this problem distilled and de-ionized water was 
mixed with insulation pieces and brought to boil. The liquid 
was allowed to boil for a period of time so that it would 
become saturated with the binder. It was then cooled to room 
temperature and filtered. The liquid was, then, saturated at 
room temperature and would not accept any more binder as it 
came in contact with the insulation. The density and the 
viscosity of the liquid were found to be, within the range of 
experimental error, identical with those of pure water. The 
value of the quantity acosfl was measured by capillary rise in a 
glass tube and found to be 73 dynes/cm at room temperature, 
an increase of 10 percent over that of pure water. 

Measurement of Suction-Radius Distribution. In order to 
measure the suction-radius distribution samples of the 
fiberglass insulation were allowed to absorb the liquid against 
gravity, Fig. 5. The experiment was conducted along, across, 
and through the layers. The steady-state height that the liquid 
reached reached was recorded with the aid of the probes and 
by visual observation. The experiments on absorption along 
and across the layers were carried out on 17 different samples 
for both insulation types. Six samples were used in ex
periments on flow through the layers. The observed frequency 
distributions of the liquid columns in the samples were 
aggregated to yield a total frequency distribution. This 

Fig. 6 

1,0 2.0 

SUCTION R A D I U S , ' , (MM,) 

Suction-radius distribution 

SUCTION RADIUS. , 5 ( w . ) 

Fig. 7 Suction-radius distribution 

combined distribution was then translated to a distribution of 
the suction radius through the following balance 

pgh = 2acos6/rs 

The frequency distribution of the suction-radius in the 
directions along and across the fiber layers were not observed 
to be substantially different. The frequency distribution along 
the fiber layers for the two types of insulation are shown in 
Figs. 6 and 7. The samples were found to absorb liquid 
through the layers to a uniform height. The liquid rose 
through the layers to a height of 1.6 cm and 1.3 cm for the 
heavier and lighter insulation, respectively. 
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Fig. 8 A schematic of experiment on measurement of pressure drop 
versus flow rate relationship 
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Fig. 9 Comparison of experimental data on S(nt/N,i) with theoretical 
prediction based on a homogeneous void-fraction distribution 

Measurement of Pressure Drop. A schematic of the 
apparatus used to measure the pressure drop associated with 
the flow of the liquid in the insulation is shown in Fig. 8. The 
apparatus consists of two chambers that are separated by a 
piece of insulation. The four sides of the insulation which are 
not in contact with the two chambers are impermeable to 
liquid flow. Liquid is pumped through the insulation and the 
flow rate is measured. Two vertical tubes are connected to the 
two chambers close to the insulation. The pressure drop 
across the insulation is measured by the differential rise of 
liquid in the vertical tubes. Experiments were conducted on 
the three directions for the two insulation types. In contrast to 
the r* -distribution, the pressure-drop across and along the 
layers showed an appreciable difference. The experimental 
results were reduced to yield values for the S factor of 
equation (14). The experimental results are shown against the 
background of the theoretical predictions for homogeneous 
medium in Fig. 9. The directionality index, tij/N, is not easily 
definable for the samples. However, microscopic ob
servations reveal that the ratios 53, 42, and 5 percent for both 
insulation types are reasonable. Hence, these values are used 
when reference is made to the directionality index in either of 
the three directions. 

Measurement of the Diffusion Phenomenon. The ex
periments on diffusion rates were conducted only on one 
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Fig. 10 Cummulative frequency distribution of the diffusion radius, r* 
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Fig. 11 Travel time between succeeding probes 

insulation type, eT = 0.945. This is because the samples used in 
this experiment were made as thin as possible so that the effect 
of the hydrostatic head on the diffusion pattern be negligible. 
However, as the samples of the lighter insulation were cut into 
thin sections, they would lose their structural integrity and the 
layers would separate. Although some data has been taken 
with this insulation and reported in [7], the experimental 
results are highly uncertain and are not reported here. 

Two different techniques were employed for the experiment 
across, along, and through the layers. In the experiment of 
liquid diffusion along the across the layers the samples were 
held horizontally. The liquid was introduced at one end of the 
sample and allowed to diffuse along the layers. As the liquid 
diffused along the layers, photographs of the sample were 
taken at varying time intervals. The photography technique 
was used because as the liquid traveled along the layers the 
color of the sample would change sufficiently to allow an 
accurate measurement of the diffusion front. Each 
photograph would yield a frequency distribution for the 
lengths traveled by the diffusing liquid. Using this frequency 
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Fig. 13 Void fraction distribution 

distribution, the time that corresponds to it, and equation 
(21), the frequency distribution for the diffusion radius r* can 
be obtained. The result shown in Fig. 10 is for diffusion along 
the layers, n,/N= 0.52. 

In the study of diffusion from one layer to the other, the 
liquid-content measurement probes were used. Several probes 
were put in series and were inserted into the sample, such that 
the probe series be parallel with the layers. The liquid was 
introduced to one layer and allowed to diffuse through the 
layers. The probes would record the amount of liquid that was 
present at each location as a function of time. In Fig. 11 the 
times that it would take for the liquid to diffuse from one 
probe to the next, separated by 6.35 mm, is presented. As it 
can be seen, for a given experiment the travel time between 
two succeeding groups of probes not only does not increase 
uniformly but shows strong irregularity. Were the tortuosity 
factor of equation (26) uniform the travel time would have 
increased monotonically as the liquid front traveled a larger 
distance away from the reservoir. However, the irregular 
pattern suggests that not only is the tortuosity not constant, 
but its variations are so strong that they overshadow the effect 
of increased length as the front moves forward. The travel 
time between any two adjacent groups of probes was recorded 
for several experiments, Fig. 12. This figure indicates that 
there exists a noticeable distribution of travel times when a 

0.335 0.090 0.995 

* I D FHACTIOH 

Fig. 14 Void fraction distribution 

statistically large number of observations are compiled. The 
data on the travel time can be reduced, using equation (25), to 
generate a frequency distribution for the product r*r. It can 
be shown that given the frequency distribution of a product r* 
T and the frequency distribution of one of the terms, namely 
/•*, a unique frequency distribution for the other term r cannot 
be obtained. However, if it is assumed that the two 
parameters r* and T are statistically independent, then the 
average of their product equals the product of their averages. 

WT=7* >~J (29) 

Using an average value of 7x 10~4 for/-*, we have 

f=3.45 x 10"2 

or 

L„lh = 4.38 

This value of L0/h is very reasonable. Using an average value 
of 2 mm for h, the number of interconnections between layers 
is about 1 per cm. 

Discussions 

In the development of models for diffusion of liquids in 
fibrous masses it was noted that there are five independent 
variables: the void-fraction and its spatial distribution; the 
directionality index n,/N; the fiber radius rf, and the tor
tuosity factor, T. The model is capable of predicting the ex
perimental observations once the five independent variables 
are defined. The macroscopic void fraction, the directionality 
indices, and the fiber radius are known within an acceptable 
accuracy. Hence the model needs as the input the void-
fraction distribution and the tortuosity factor to predict the 
experimental results. Considering the experiments along the 
layers, one of the three experimental results (rs-distribution, 
S, or r* -distribution) can be used to establish the void-fraction 
distribution. 

Of the three experimental results, the rs-distribution is used 
to yield the e-distribution, and the other two results are 
predicted.1 

1 In [7] the observed values of S and /••-distribution are each used separately 
to yield the void-fraction distribution, and predict the other two experimental 
results. The model predicts the experimental results with varying degrees of 
success. 
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Fig. 16 Comparison of the diffusion-radius distribution computed 
using f(t) with the experimental observation 

The observed frequency distributions of the suction radius 
are used to calculate the void-fraction distributions for the 
two types of insulation, Figs. 13 and 14. The e-distributions 
are then used to generate corresponding distributions for the S 
term. The total pressure drop along and across the layers is, 
then, calculated according to equation (14). The value of S 
corresponding to flow through the layers is generated by 
placing the resistances in series and obtaining the equivalent 
resistance. The calculated values of S compare very well with 

the observed values, Fig. 15. As mentioned before, the effect 
of parallel layers, each offering a different resistance to flow 
is to decrease the overall flow resistance. This can be observed 
by the difference between the values of S calculated on the 
basis of the e-distributions and the ones based on the 
macroscopic value of the void fraction. The r* distribution, 
for the insulation type with eT = 0.942 calculated using the 
void-fraction distribution, is presented on Fig. 16, and 
compared with the observed distribution. The comparison 
indicates that although the experimental values of r* cover a 
range wider than the calculated ones, the agreement between 
the two is appreciable. The calculated distribution is based on 
the assumption that the capillaries are not interconnected. As 
explained in the section on effects of nonuniformity of void 
fraction, the coupling between the layers leads to an overall 
decrease in the value of the diffusion radius and the flattening 
of its distribution. These effects present themselves in the 
comparison of experimental and calculated distributions of 

In general, the prediction of liquid diffusion in the fibrous 
insulation based on the proposed model has been successful to 
a large extent. 

Conclusion 

A model for isothermal liquid diffusion in fibrous in
sulation has been developed and verified with experimental 
results. The model identifies the insulation properties that 
control the diffusion dynamics as the void-fraction and its 
distribution, fiber radius, directionality index, and the tor
tuosity factor. A method for in situ measurement of liquid 
content in insulation was used to acquire data on two types of 
fiberglass insulation. For each type, the macroscopic void 
fraction, directionality indices, and fiber radius are known. 
The experimental results yielded the tortuoisty factor and 
void-fraction distribution. 

The predictions based on the model are in satisfactory 
agreement with the experimental observations. 
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Heat Transfer From Rectangular 
Plates Inclined at Different Angles 
of Attack and Yaw to an Air 
Stream 
Average heat transfer coefficients during forced convection air flow over inclined 
and yawed rectangular plates have been experimentally determined. Tripping wires 
at the edges ensured that a turbulent boundary layer prevailed over the plates. The 
experiments were carried out for a constant surface temperature and covered two 
plates of different aspect ratios, angles of attack from 0 to 45 deg, angles of yaw 
from 0 to 30 deg, and Reynolds numbers from 2 x 104 to 3.5 x 105. The results 
show that the average heat transfer coefficient is essentially insensitive to the aspect 
ratio and angle of yaw. However, it is a function of Reynolds number and the angle 
of attack. Correlation equations for various angles of attack are suggested. 

Introduction 
The present heat transfer study is concerned with the three-

dimensional behavior of a turbulent boundary layer on a flat 
plate oriented to an oncoming air stream at various angles of 
attack and yaw. The well-known wedge-flow studies are for a 
two-dimensional situation and are consequently applicable to 
plates extending to infinity in the span-wise direction. Ex
perimental studies on laminar two-dimensional flows over 
inclined plates were conducted by Drake [1], Braud [2], and 
Test et al. [3]. While Drake [1] and Test et al. [3] have used 
special side attachments on a finite span plate to obtain a two-
dimensional flow, Braud [2] did experimentation in the 
central portion of an inclined roof where the air flow pattern 
was essentially two-dimensional. 

In contrast to these studies, the only known studies on the 
three-dimensional flow over an inclined plate are from 
Sparrow and his co-workers [4, 5]. The motivation behind 
their work was the need for obtaining suitable correlations for 
the wind heat transfer coefficient on the cover of a solar flat 
plate collector. Based on their extensive mass transfer ex
periments on square and rectangular plates held in a wind 
tunnel, they suggested a global correlation of the form 

y' = 0.86(Re)-°-5; 2x 104 <Re<105; (1) 

25 deg < a < 90 deg, 0 deg < * < 45 deg 

The exponent -0.5 on Re in equation (1) suggests the 
presence of a laminar boundary layer in Sparrow's ex
periments. The purpose of the present investigation is to 
provide a similar correlation or correlations for a three-
dimensional turbulent boundary layer on the plate. The ex
periments for determining average Nusselt numbers have been 
conducted for constant surface temperatures over Reynolds 
numbers ranging from 2 x 104to3.5 x 105, angles of attack 
varying from 0 to 45 deg, and angles of yaw from 0 to 30 deg. 
Aspect ratios of 2/3 (AR I) and 3/2 (AR II) have been used. 

Experimental Work 

Apparatus. A low-turbulence open-circuit wind tunnel was 
used for obtaining the experimental data. It had a 61-cm-
square cross section. The turbulence intensity was ascertained 
by a DISA hot-wire anemometer system. The measurements 
were made with the test apparatus in the wind tunnel at the 

highest angle of attack of 45 deg, the hot-wire probe being 
located 90 cm and 45 cm upstream. It was found that the 
turbulence intensity decreased from about 1% to about 0.3% 
as the velocity increased from 1 to 24 m/s and that similar 
values were obtained at both locations. Almost identical 
values were measured in the unobstructed wind tunnel without 
the test apparatus. 

Figure 1 shows a schematic diagram of the test apparatus. 
A polished aluminum plate (3 mm thick) having dimensions 
of 300 x 200 mm was used as the test plate. Nichrome wire 
(14.4 ohm/m) uniformly and closely wound on a mica sheet 
was used for heating the plate. A guard heater was used to 
minimize the heat loss from the bottom. The guard heater was 
separated from the test plate and its heater by an insulating 
Bakelite plate, 6 mm thick, sandwiched between two copper 
sheets (3 mm). Bakelite strips (3 mm thick) were fixed on all 
the four edges of the test plate. A G.I. sheet (1.5 mm) was 
fixed all around to give rigidity to the entire assembly. An 
additional 15-mm-thick "Thermocole" slab, beveled at the 
top, was used in order to reduce heat losses from the side 
edges of the plate. The overall dimensions of the assembly 
were 339 mm x 239 mm x 22.5 mm thick. The test plate 
assembly was supported on an adjustable aluminum-angle 
stand within the wind tunnel and the stand adjusted to fix the 
angle of attack (a) at 0, 15, 30, or 45 deg and that of yaw ($) 
at 0, 15, or 30 deg. The orientation angles, i.e., the angles of 
attack and yaw, are illustrated in Fig. 2. The reference 
situation of zero attack and zero yaw is shown in Fig. 2(a) 
with dotted lines, the angle of attack being set by rotating the 
plates PQRS about axis OY. The angle of yaw is now set by 

239mm 
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Fig. 2 Description of plate orientation in terms of angle of attack and 
yaw, a and * 

rotating P ' Q ' R ' S ' (a, * = 0) about the axis OZ, Fig. 2(b). 
In order to ensure a turbulent boundary layer, tripping wires 
(0.8 mm dia.) were fixed on all edges having an incoming 
flow. Thus, for example, for a run having an inclined and 
yawed plate, tripping wires were placed on the edges PQ and 
PS. 

Temperatures were measured with the help of copper-
constantan thermocouples made from 30 gauge wires. Six 
thermocouples were fixed in thin slots (2 mm deep) cut on the 
underside of the test plate and were used for measuring its 
temperature. Thus the temperatures were measured at a depth 
of about 1 mm from the top surface. Nevertheless these values 
can be taken to represent the temperatures on the top surface 
because of the use of an aluminium test plate. It is estimated 
that the maximum difference between the top surface tem
peratures and the measured values would be less than 0.01 °C. 
The use of an aluminium test plate coupled with a closely 
wound heater also ensured that the desired condition of a 
constant surface temperature was obtained. Measurements in 
the main series of tests show that the variation in plate surface 
temperature was almost always less than 3% of the difference 
between the average plate temperature and the free-stream 
temperature. A 12-junction thermopile was used to monitor 
the temperature difference across the Bakelite plate. Three 
thermocouples were also fixed to the inside surfaces of the 
wind tunnel duct in order to ascertain the wall temperature, 
which was required for making the radiation correction. Two 

thermocouples held in the air stream inside the duct just ahead 
of the test plate measured the free-stream temperature. A 
Hewlett-Packard digital multimeter (3465 A), which read up 
to 0.001 mV was used to measure the thermocouple emf. The 
thermocouple wire used was calibrated at the steam and ice 
points. 

The velocity was measured at the center of the duct with the 
help of a Prandtl-Pitot tube and a micromanometer. The 
accuracy of measurement of the velocity is estimated to be 
± 1.5°7o. The uniformity of velocity across the tunnel section 
was checked. The variation was less than the estimated ac-
curcy of measurement. 

The power input to the main heater as well as the guard 
heater was obtained from two separate regulated power 
supplies, 0 - 3 0 V DC. The power to the main heater was 
obtained by measuring the voltage drop across the heater, the 
current through it being ascertained by the voltage drop 
across a standard resistor placed in series. The Hewlett-
Packard multimeter was used for both these measurements. 

Experimental Procedure. The plate was fixed at a particular 
angle of attack and yaw, and the velocity set at a desired 
value. For a fixed main heater input, the guard heater input 
was regulated so as to maintain as small a temperature dif
ference as possible (<0.1°C) across the Bakelite plate, 
thereby ensuring that the heat flow from the bottom was 
negligible.1 A steady state was usually achieved after about 
two hours. The average convective heat transfer coefficient 
was determined from the expression 

Qc Q«*-Qr-Qs-Qb 
h=-

A AT A(TP-Tm) 
(2) 

Calibration Tests. In order to determine the heat lost by 
radiation (Qr) and the heat lost from the side edges {Qs), it 
was necessary to conduct two sets of calibration tests. The 
first set was aimed at determining the emissivity of the test 
plate surface. The measurements were made on a separate 
setup available in the laboratory and yielded an average value 
of emissivity of 0.24 ± 0.02 around a temperature of 320 K. 
This temperature corresponded approximately with the 
temperature of the test plate during the main experiment. No 
significant dependence of emissivity on temperature was 
observed. As such, the average value was used for deter
mining Qr in the main series of tests. It is estimated that the 

The 12-junction thermopile used for this purpose had six junctions on each 
side. The junctions were located at the centers of six imaginary equal rec
tangular areas into which the plate was divided. Thus the average of six local 
temperature differences was obtained. Typically even when the average tem
perature difference across the Bakelite plate was less than 0.1 °C, some local 
imbalances occurred with the top side of the Bakelite plate being at a higher 
temperature in some cases and the reverse occurring in the others. The local 
imbalances rarely exceeded 0.5°C. The heat flow on account of these tem
perature differences was negligible. In any case, it was corrected for through the 
term Qi, in equation (2). 

Nomenclature 

A 
ARI 

ARII 

C 
Gr 

h 

J 
k 
L 

plate area 
designates span/chord length 
ratio of 2/3 
designates span/chord length 
ratio of 3/2 
circumference of the plate 
Grashof number 
average heat transfer 
coefficient 
./'-factor, St Pr2/3 

thermal conductivity 
chord length 

L* 
Nu 

Nu, 
Pr 
Q 

Qtest 
Re 

Re,, 
St 
T 
1 p Tm 

AT 

= characteristic length, 4̂ 4 / C 
= Nusselt number, hL*/k 
= Nusselt number, hL/k 
= Prandtl number 
= heat loss from the plate 
= power input to test plate 
= Reynolds number, u*L*/v 
= Reynolds number, u*L/v 
= Stanton number 
= average plate temperature 
= free-stream temperature 
= temperature difference, Tp 

T 
* DO 

u* = local average free stream 
velocity 

a = angle of attack 
v = kinematic viscosity 

<5> = angle of yaw 

Subscripts 
b = bottom 
c = convective 
r = radiative 
s = side edges 
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Fig. 3 Results for two-dimensional boundary layer 

Table 1 
(AR II), 

a 
Odeg 

15 deg 
30 deg 
45 deg 

Blockage at different orientations of the test plate 
% area blocked 

Odeg 

3.4 
8.5 

13.7 
17.9 

15 deg 30 deg 

5.2 5.7 
10.4 11.7 
15.4 16.3 
19.5 19.8 

Note: Values of blockage for the test plate in AR I mode are slightly 
less than the above values. 

emissivity was obtained to an accuracy of ± 8%. This ac
curacy of determination was quite adequate, since the value of 
Qr generally did not exceed 5% of the total input to the main 
heater. 

The second set of calibration tests was conducted with the 
objective of determining the side loss Qs. The principle of 
these tests was to permit the flow of heat from the side edges 
of the test plate only. In order to ensure this, the top of the 
test plate was covered with a thick glass-wool slab.2 The tests 
were run at different air velocities and temperature dif
ferences and for various values of a and $. The results 
showed that the side heat loss was essentially insensitive to 
values of a and $. For this reason, a final calibration plot 
showing the variation of Qs with the local average free stream 
velocity («*) for various ATs was prepared. This was used 
for determining the side heat loss during the main series of 
tests. The value of Qs was, in general, of the order of 10 to 
30% of the input to the main heater and the uncertainties in 
determining Qs were estimated to be less than ± 10%. 

The probable error in determining the average heat transfer 
coefficient was estimated to be about ± 7 % . However, at the 

A small amount of heat (estimated to be about 3% of the total heat input) 
flowed through the glass-wool slab. A suitable correction for this heat flow was 
applied in calculating the side loss. 

lowest values of Re and AT, where Qs was comparatively 
more, the uncertainties in h may be about ± 10% .3 

Effect of Blockage. Since the area blocked by the test setup 
was significant at the higher values of a and $, the local 
average free-stream velocity (u*) was ascertained by con
sidering the blockage effect. The free cross section of the 
tunnel was arrived at by subtracting from the tunnel area the 
projected area of the setup on a vertical plane perpendicular 
to the tunnel axis. The values of blockage for different 
orientations of the plate (AR II) are listed in Table 1. The 
blockage at higher values of a and $ does not affect the heat 
transfer results to some extent. Test and Lessmann [6] have 
shown that their heat transfer results with and without 
blockage differ by a maximum of 7%. The maximum 
blockage in their experiments was also of the order of 20%. 

Preliminary Tests. Before conducting the main series of 
tests, it was decided to conduct a few preliminary tests with 
the object of checking the accuracy of the experimental setup. 
A logical beginning would perhaps have been to run a few 
experiments in laminar flow and to check the values obtained 
against those given in [4, 5]. However, this was not possible 
because of the insulation fixed along the side edges. As a 
result, sharp leading edges could not be obtained and the 
presence of a laminar boundary layer could not be ensured. 

It was, therefore, decided to simulate the situation of a two-
dimensional turbulent boundary layer on a flat plate at zero 
yaw and zero attack. Test et al. [3] found 45 deg attachments 
of half the width of the plate, attached lengthwise, to be best 
for producing a two-dimensional boundary layer on a three-
dimensional model for some situations. Attachments of 45 
deg were, therefore, used and the results obtained with such 
attachments are plotted in Fig. 3. It will be seen that the values 
obtained are within ± 8% of the well-known two-
dimensional correlation equation [7]: 

This situation occurred in only 13 out of the total 154 data points. 
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NuL=0.0366(ReL)°-8(Pr)1/3 (3) 

This also confirms the presence of the turbulent boundary 
layer. The two-dimensional laminar boundary layer equation 
[8] is also drawn for comparison. 

Results 

The parameters varied during the course of experiments 
included the Reynolds number,4 the angle of attack, the angle 
of yaw, the temperature difference Arand the aspect ratio. 
The Reynolds number was varied from 2 x 104to3.5 x 105, 
the angle of attack from 0 to 45 deg, the angle of yaw from 0 
to 30 deg, and the temperature difference AIT from 6 to 16°C. 
The two aspect ratios studied were 2/3 (designated as AR I) 
and 3/2 (designated as AR II). In all, 154 data points were 
obtained. In addition, a number of experiments were 
repeated. The scatter among these repeated data points was 
always found to be less than the estimated uncertainty of ± 
7%. 

Figures 4-6 show the results in terms of Nu versus Re for a 
= 0, 15 and 30 and 45 deg respectively for both the aspect 
ratios and all angles of yaw. The probable error of ± 7% in 
the determination of Nu is illustrated in each figure with 
respect to one data point. The solid lines appearing in the 
figures represent the least squares fit of the data. For com
parison, equation (1), which has been developed for higher 
angles of attack, for the laminar situation is plotted in Fig. 6. 

The temperature difference between the plate and the 
oncoming air (AT) was varied form 6 to 16°C at a given 
Reynolds number. No significant effect was noted, indicating 
that natural convection effects were negligible. This fact was 
also confirmed by using the criterion 

Gr 
Re3 < 0.002 (4) 

The characteristic dimension used in the calculation of the Reynolds 
number for a three dimensional flow is L * defined by L * = 4A/C. 

proposed by Heiber [9]. Hence the data points are not dif
ferentiated on the basis of ATin Figs. 4-6. 

Effect of Yaw. It will be noted that no specific trend is seen 
as the angle of yaw varies from 0 to 30 deg over the entire 
range of the investigation. This is true at all the angles of 
attack and also for both the aspect ratios. Thus, the heat 
transfer coefficient seems to be insensitive to the angle of yaw. 

Effect of Aspect Ratio. To study the effect of aspect ratio, 
attention is focused again on Figs. 4-6. In Figs. 5 and 6, the 
two aspect ratios yield essentially the same values of Nusseit 
numbers. However, the effect of aspect ratio seems to be of 
some significance at a = 0 deg (Fig. 4). In this case, the 
Nusseit numbers for the wider span plate (AR II) are higher 
than those obtained for the narrower plate (AR I). The dif
ference is about 20 to 30%. 

Effect of Angle of Attack. Next, consideration is given to 
how the value of Nu responds to changes in the angle of at
tack. By making comparisons between Figs. 4-6, it is seen that 
for any given value of Re over the range 2 x 104to3.5 X 105, 
the value of Nu decreases as the angle of attack increases from 
0 to 15 deg. As the angle of attack increases further to 30 and 
45 deg, significant decreases in Nu are observed only for Re > 
105. 

Discussion and Comparison 

In order to be able to interpret the results, it is useful to 
visualize the flow field over the plate. Figure 7 shows the 
general nature of stream lines for the present case. At low 
angles of attack, a separation bubble is formed just behind the 
leading edge due to the bluntness of the plate. This is shown in 
Fig. 1(a). However, as the angle of attack is increased the 
separation bubble decreases in size and eventually disappears 
[10]. The flow field then corresponds to the situation shown in 
Fig. 1(b) with the boundary layer starting from the leading 
edge. Further, it is pertinent to point out that as the in-
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Fig. 6 Variation of Nusselt number with Reynolds number, angle of 
attack = 30 and 45 deg 

clination of the plate is increased, a significant portion of the 
flow escapes over the lateral edges due to the finite size of the 
plate. 

The variation of heat transfer coefficients as seen in Figs. 
4-6 will now be discussed. Cases of zero yaw are first con
sidered. It is seen from Fig. 4, which is for a = 0 deg, that 
Nusselt numbers for the wider plate (AR II) are higher 
compared to those for the narrow plate (AR I). This dif
ference is readily understood if one compares the length of 
flow path in the two cases. It will be noted that for a = 0 deg 
and * = 0 deg, the length of the flow path is shorter in the 

case of the wider plate (AR II) and hence higher heat transfer 
coefficients are logical considering the conventional boundary 
layer theory. 

As the angle of attack is increased to 15 deg (Fig. 5), Nusselt 
numbers are lower than those obtained for a = 0 deg. 
Moreover, the two aspect ratios yield more or less the same 
values of heat transfer coefficient. Two distinct phenomena 
seem to be responsible for this behavior. Firstly, as the angle 
of attack is increased, the escape of flow past the lateral edges 
reduces the average length of flow path. This effect which is 
expected to be more pronounced for the narrow plate (AR I) 
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( b ) 
Fig. 7 Flow patterns on the plate at various angles of attack: a small 
angle of attack; b large angle of attack 

more or less nullifies the effect of aspect ratio observed at a = 
0 deg. Superimposed on this is the phenomenon of reduction 
in the size of the separation bubble which reduces the rate of 
heat transfer from either plate. 

With the angle of attack further increased to 30 deg (Fig. 6), 
it is expected that there is no separation bubble as seen in Fig. 
7(b). Further, a favorable pressure gradient probably sets in 
the process of relaminarization. In general, this causes the 
Nusselt numbers to be lower than those for a = 15 deg. 
Although the average length of flow path may be shorter for 
the narrow plate compared to the wider plate, the 
relaminarization effects are likely to be more pronounced for 
the narrow plate due to its larger chord length. Thus the 
Nusselt numbers for the two aspect ratios again do not show 
any significant difference. The insensitivity of Nusselt 
numbers to a further increase in angle of attack to 45 deg is 
also seen in Fig. 6. This stems from the fact that as angle of 
attack increases, relaminarization effects increase, but at the 
same time the average length of flow path reduces due to more 
lateral escape, thus neutralizing the relaminarization effect. 

From Figs. 4-6, it may be noted that the effect of yaw is not 
seen to be significant. This is probably due to the fact that 
with changes in yaw up to 30 deg, more or less the same 
average length of flow path is maintained. It is possible that 
some effect might have been observed with higher values of $. 

As noted earlier, the only available data for average heat 
transfer coefficients for a three-dimensional flow over an 
inclined plate are for the laminar case. It is of interest 
therefore to compare those results with the present work and 
to note the remarkably similar trends obtained in both in
vestigations. The insensitivity of Nusselt numbers to the angle 
of yaw observed in the present investigation has also been 
reported by Sparrow and Tien [4]. Similarly, the behavior of 
the data for different aspect ratios is qualitatively in 
agreement with Sparrow et al. [5]. For angles of attack 0 and 
15 deg, there is no data with which the present results could be 
compared. However, for a = 30 and 45 deg, a comparison is 
made with the data of Sparrow et al. [5], It will be seen from 
Fig. 6 that equation (1) of Sparrow intersects (when ex

trapolated) with the present data at Re = 2 x 105. This 
behavior is analogous to the two-dimensional boundary layer 
case (Fig. 3). Moreover, the insenstivity to the angle of attack 
(at a = 30 and 45 deg) observed in the present case is in 
agreement with Sparrow. It is to be noted that the above 
similarities in trends have been obtained in spite of the dif
ferences in flow patterns between the two situations. 

Correlations. From the experimental results, correlations 
relating the Nusselt number to the Reynolds number are 
developed by making a least-squares fit. The angle of yaw is 
not included in the correlations because, as noted earlier, its 
effect is insignificant. The aspect ratio affects the Nusselt 
number only at a = 0 deg. However, keeping in mind the 
need for developing as few correlation equations as possible 
from a design standpoint, it is also not included as a 
parameter. In Fig. 7, two flow patterns have been suggested 
for low and high angles of attack. Corresponding to these 
patterns, the following two equations are develoepd: 

Nu = 0 . 0 5 6 ( l - - ^ - ) ( R e ) 0 7 7 ; a = 0deg, 15 deg (5) 
V 44.2/ 

Nu = 0.084(Re)068 ; a = 30 deg, 45 deg (6) 

where a is in degrees. The above equations predict the values 
of 85% of the data within ± 16%. 

In equation (5), the exponent of 0.77 on Re clearly suggests 
the presence of a turbulent boundary layer at low angles of 
attack. The term (1 - a/44.2) may be attributed to the 
decreasing size of the separation bubble and the increased 
lateral outflow as a increases from 0 to 15 deg. On the other 
hand, in equation (6), the value of the exponent on Re is 
reduced to 0.68. This indicates relaminarization of the 
boundary layer because of the favorable pressure gradient at 
higher angles of attack. 

Studies on the measurement of the local heat transfer 
coefficients and on flow visualization are presently in 
progress. These should help in clarifying the situation further. 
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Adiabatic Film Cooling 
Effectiveness From Heat Transfer 
Measurements in Compressible, 
Variable-Property Flow 
A variable property correction is given for turbulent boundary layers that are film-
cooled using staggered rows of injection holes inclined at 35 deg. With the 
correction, a relation is provided between the adiabatic film cooling effectiveness 
for constant property flow and heat transfer coefficients for variable property flow, 
which are based on the difference between the freest ream recovery temperature and 
wall temperature. The variable property correction was determined from heat 
transfer measurements for a range of injection parameters at different values of the 
nondimensional coolant temperature and from results in the literature. Because the 
flow is compressible, the importance of the injection mass flux ratio, momentum 
flux ratio, and velocity ratio are considered in the determination of effectiveness. 

1 Introduction 

Designers of film-cooled components require a detailed 
knowledge of convective heat transfer processes which occur 
when a coolant is injected into a boundary layer. Such 
knowledge is required since film cooling allows a means to 
protect gas turbine parts, such as turbine blades and com
bustion chamber linings, from the thermal loading that results 
from exposure to hot gases. Much information on these 
processes is available from fundamental studies employing 
laboratory models having a variety of film cooling injection 
configurations. Consequently, the relationship between heat 
transfer in the laboratory studies and that in application 
require understanding, particularly when constant property 
results are used to design components exposed to variable-
property compressible flows. 

In comparison to the large temperature differences that 
exist between the gas and the surface of turbine blades, the 
blade surface temperature distribution is relatively isother
mal. Thus, in regard to thermal boundary layers developing 
over a turbine blade surface, a blade designer would naturally 
be more concerned with data obtained using isothermal wall 
boundary conditions, rather than data obtained when the wall 
is exposed to a uniform heat flux. However, adiabatic wall 
boundary conditions are a subset of the latter type of thermal 
boundary condition and are advantageous in that they may be 
used to describe the convection processes that occur during 
film cooling in an economical way. Such economy is provided 
because a problem having three temperature potentials, T„, 
Tc, and Tw, is reduced to a two temperature one. In this case, 
the heat flux in incompressible flow with film cooling is given 
by 

q"v = hj(TAW-Tw) (1) 

where TAW may be expressed nondimensionally using 
adiabatic film cooling effectiveness, 1?. The magnitudes of hj-
and TA w are generally determined from spanwise averages of 
local measurements of these two quantities [1-5]. Other in
vestigations [6-7] describe convective film-cooling processes 
using isothermal wall boundary conditions along with the 
equation 
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q;'v=h(Toai-T„) (2) 

Here, h is provided with the temperature of the injected fluid, 
often expressed nondimensionally using 6. 

The connection between the two approaches given by 
equations (1) and (2) began with a study by Metzger et al. [8], 
who showed the linear dependence of h/h0 on 6 for a variety 
of injection conditions in constant property flow. In a 
discussion of this paper, E.R.G. Eckert pointed out that the 
horizontal and vertical intercepts of such plots gave \/t] and 
hf/h„, respectively. From these two sources, equations (1) 
and (2) are set equal, and definitions for r/ and 6 are used to 
give 

h = hf(\ 

Dividing by h0 then produces 
•v6) 

h h lf 
hn hn 

(3) 

(4) 

In an investigation involving both slot and discrete hole in
jection, Metzger and Fletcher [9] then used this approach to 
obtain i). Eckert et al. [10] compared ij determined from these 
measurements to results from the University of Minnesota 
and found differences ranging from 0 to 20 percent over a 
range of conditions. These differences for injection from a 
single row of holes may have resulted since Metzger and 
Fletcher's [9] measurements provide a global adiabatic film-
cooling effectiveness, instead of a spatial average of ef
fectiveness determined from measurements on a surface 
which is locally adiabatic. In a more recent paper, Eckert [11] 
provides additional discussion of the connection between 
equations (1) and (2). Here, he shows how results from one 
method can be transformed into parameters used in the other 
as applied to full-coverage film cooling. Several studies [3-5, 
12] have also focused on the effects of density ratio pclpK, 
compressibility, and/or large temperature differences on 
film-cooled boundary layers; however, none of these have 
addressed the connection between adiabatic and isothermal 
boundary conditions when the effects of variable properties 
are important. 

Consideration of the connection between heat transfer 
measured with isothermal and adiabatic boundary conditions 
in film-cooled boundary layers with variable properties 
requires examination of a number of important factors. 

1 The h/h0 versus 8 extrapolation procedure used in [8, 9, 
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10] is not valid because the energy equation is nonlinear and
coupled to the momentum equation. In the present study, a
new extrapolation procedure is given for a compressible flow
with M co = 0.64. In order to account for viscous dissipation,
all gas total temperatures in equations (1-4) are replaced by
recovery temperatures.

2 The ratio Pel p"" will change as hiho varies with (j ,in
compressible flow. This leads to the question: Which coolant
injection parameter, m, I, or Uel Uco , should be held constant
along a collection of hi ho versus (j points? Each of these
injection parameters is considered in the present extrapolation
procedures, and adiabatic film cooling effectiveness is given
for constant m, I, and UelUco '

3 Determination of. 1) from isothermal wall heat transfer
measurements requires that

which is true at a given downstream location only when local
hI and 1)' are invariant in the spanwise direction and equal to
spanwise averaged values, hi and "1/. In the design of the
present experiment, two staggered rows of injection holes
were chosen instead of say, one row, to give a spanwise
uniform flow for xld > 20. Inequality of equation (5) is
discussed for results obtained when xld < 20.

With these three points in mind, the primary objective of
the present study is to povide a connection between heat
transfer in film-cooled boundary layers with variable
properties and isothermal wall boundary conditions, and
those with constant properties and adiabatic boundary
conditions. Empirical variable property correction terms are
introduced into equation (4) for this purpose. Thus ex
perimental results are given leading to a relationship between
the two types of measurements that are generally made in
film-cooled boundary layers: (i) "1/ and hI' and (ii) h at specific
values of 0, where the former are for a constant property
environment, and the latter are for a variable property en
vironment. The variable property results consist of heat
transfer coefficients based on the (Trco - Tw ) temperature
difference which were measured at similar M co, Reynolds
numbers, and Tre :Trco :T w ratios as exist in the flow near gas
turbine blades. The constant property 1) and hi were measured
by Jabbari and Goldstein [1] and Jabbari [2]. The present

Fig. 1 Test model

model was designed to be geometrically similar to theirs,
including the test surface boundary layer and injection
geometry.

2 Experimental Facility and Measurement Techniques
(a) Model and Test Facility. The model used for testing is

shown in Fig. 1. The photograph shows installation in the CT
2 compression tube facility described by Ligrani et al. [13],
Consigny et al. [14] and similar in operation to a facility

____ Nomenclature

I

m

n,p

p

injection hole area
discharge coefficient
specific heat at constant
pressure
injection hole diameter
heat transfer coefficients with
film cooling (spanwise
averaged), q:~1 (Trco - Tw ),

q~/(TAW-Tw)

heat transfer coefficients
without film cooling
(span wise averaged),
q:~o I ( Trco - T w )

injection momentum flux
ratio, PeU2e1 Pco {/lco
length of injection holes
injection mass flux ratio,
peUelpcoUco
injection mass flow rate,
equation (6)
empirical constants in
equation (12)
static pressure

'IIqwo

St

T
U
x

molecular Prandtl number
wall heat flux with film
cooling
wall heat flux without film
cooling
gas constant
freestream Reynolds number
based on diameter of in
jection holes, dUcopl JI.
freestream Reynolds number
based on downstream
distance measured from
effective origin of turbulent
boundary layer
Stanton number,
holPcoUcoCp
static temperature
mean velocity
distance from downstream
edge of injection holes
boundary layer displacement
thickness at upstream edge of
injection holes .

p density
"1/ = adiabatic film cooling ef

fectiveness (spanwise
averaged), (TAW -
T rco ) I (Tre - T rco )

JI. = absolute viscosity
o nondimensional coolant

temperature, (Tre -
T rco ) I (Tw- T rco )

Subscripts

A W = adiabatic wall
c = coolant
i isentropic

o = total condition
r recovery condition

W wall
00 freestream

Superscripts

local value
spanwise average

= variable property
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described in [15]. CT-2 provides a high-pressure, high-
temperature environment for testing by means of an isen-
tropic compression of air by a lightweight piston driven by a 
high-pressure air supply. When the air in front of the piston 
reaches the desired pressure level, a fast opening shutter valve 
is activated allowing flow into the test section. Steady con
ditions may then be produced for periods as long, as several 
seconds, during which time the same Reynolds numbers, 
Mach numbers, and Tra:Trc:Tw ratios may be produced as 
exist in the first turbine stage of a gas turbine engine. 

For the present tests, the total pressure and temperature in 
the model free stream were approximately 2.9 x 105 N/m2 

absolute, and 403 K, respectively. The magnitude of T„ was 
about 290 K. Visualization using a row of surface oil drops 
showed the flow over the test model to be span wise uniform. 
The free-stream Mach number was 0.64 and maintained at 
this value during test durations using a sonic throat down
stream of the test section. The zero pressure gradient was 
adjusted by means of a valve for the inlet bleed slot, shown in 
Fig. 1, and measured using a row of static pressure tapings 
extending from the plate leading edge to the end of the in
strumented surface. A zero pressure gradient along the entire 
length of the test plate also ensured that streamlines ap
proaching the leading edge were parallel to the plate surface. 

The model used was geometrically similar to the one 
described by Jabbari and Goldstein [1] and Jabbari [2]. The 
magnitude of b\/d in the present study was approximately 
0.16, compared to 0.177 for Jabbari's work. This magnitude 
of bx/d was obtained by placing a 0.3-mm-dia wire trip 20.4 
mm upstream of the rows of film-cooling holes, as shown in 
Fig. 1. The trip was located in order to assure laminar-
turbulent transition, as well as to provide the appropriate 
boundary layer thickness according to correlations presented 
by Schlichting [16]. From the turbulent boundary layer 
correlation for boundary layer displacement thickness, the 
effective origin of the layer was also determined in order to 
provide the location for measurement of Rê .. 

The 0.5-mm-dia injection holes were inclinded at an angle 
of 35 deg and spaced 3 dia apart in the spanwise direction. A 
total of 101 injection holes were contained in two rows spaced 
2.5 dia apart. The holes in the rows were staggered with 
respect to each other so that the midspan distance between 
two holes in the same row located the center line of holes in 
the adjacent row. For all runs in the present test program, the 
Reynolds numbers were high enough to ensure that the in-
jectant was turbulent. The magnitude of the mainstream 
Reynolds number based on hole diameter Red in the present 
study was 1.1 x 104 compared to lO" and 2.1 x 104 for [1]. 
The temperature of the injected air was varied by means of a 
regenerative heat exchanger, which provided air for the in-
jectant plenum chamber at rates measured using a sonic 
orifice. Two atmospheric bleed sonic orifice passages were 
also connected to the plenum chamber in order to reduce the 
time required to inject film cooling air over the test surface, 
and to minimize transient effects in the plenum chamber that 
may occur at shutter opening when freestream air abruptly 
moves into the test section. The uniformity of the plenum 
chamber pressure Poc was found to be satisfactory over a 
range of injection conditions, after measurement at three 
different spanwise locations. 

Pressures were measured using National Semiconductor 
and Validyne variable reluctance pressure transducers, 
connected as near as possible to measurement locations to 
minimize response time. Temperatures were measured using 
thermocouples consisting of 0.05-mm-dia chromel-alumel 
wire with welded junctions. Each pressure and temperature 
sensor was calibrated individually with respect to a known 
reference for the range of measurement conditions. Recovery 
temperatures were calculated using a recovery factor equal to 
P\n (Kays and Crawford [17]). 

Referring to Fig. 1, the mass flow rate of the coolant was 
calculated using 

mc = mi-mb\-riibl (6) 
Knowing the injection area A, the injection mass flux rate 
then followed from the equation 

pcUc = mc/A (7) 
As injectant properties were desired at the exit of the injection 
holes, coolant static density and total temperature were given 
by 

Pc=P„/RTc (8) 
and 

T0C = TC + Ul/2CP (9) 
respectively. Values of Toc, estimated at the exits of the in
jection holes, were used in equation (9). These values of Toc 
were based on measured plenum chamber coolant tem
peratures corrected to account for heat transfer from the 
coolant to the lid = 7 injection hole surfaces. Injection was 
started 400-700 ms before the mainstream as experience with 
the facility showed that less significant injection plenum 
chamber transients exist than if free stream and injection are 
started at the same time. 

Solution of equations (7-9) thus allowed determination of 
injectant parameters Uc, pc, and Tc, since all other quantities 
in these equations were measured or estimated from 
measurements. From isentropic flow relations, the discharge 
coefficient could then be calculated using 

Cd=pcUc/(pcUc)i (10) 

where 

With this procedure, m, I, Uc/Ux, Pc/p^,, and CD were 
obtained for each test run. 

(6) Heat Transfer Measurement. The wall heat flux was 
measured using thin-film platinum gauges, which may be seen 
in the photograph of Fig. 1. The gauges had a 1 mm 
dimension in the x-direction and all x/d values were measured 
to the gauge centerline. The thin films had a spanwise 
dimension of 12 mm in order to obtain a", values averaged 
across the span. The gauges functioned as resistance ther
mometers. They were connected to operational amplifiers, 
which maintained constant current across gauges with respect 
to time. The voltage outputs from these circuits then passed to 
electrical circuits with resistances and capacitances arranged 
to produce voltages and currents proportional to tem
peratures and heat fluxes. These analogue circuits were 
constructed to simulate one-dimensional heat transfer into a 
semi-infinite solid, which required mounting of the thin film 
gauges on low conductivity quartz substrates. Test model 
parts were designed and constructed to ensure that conduction 
in metal parts during tests did not affect the temperature in 
the quartz or the surface thermal boundary condition. 

Because of the abrupt flow of hot gas over the test surface 
at the beginning of the test, the heat flux variation with time 
has a steplike behavior. Thin film gauge signal traces showed 
this step, and also indicated fully turbulent flow over the 
model test surface. Using the q'^ versus time traces, the 
variation of gauge temperature with time may be constructed 
mathematically using an inverse transformation [18, 19]. The 
final result for each gauge was a plot of <?,". versus surface 
temperature which may be then be extrapolated to initial 
condition, at which time the model surface temperature was 
uniform. Using this procedure, distributions of a", were 
obtained equivalent to those on an isothermal surface. 

A thorough discussion of thin film gauge construction and 
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Fig. 3 Baseline heat transfer measurements 

measurement details, as applied in the present study, is given 
in [18]. 

From the analogue circuits, the signals were sent to am
plifier/anti-aliasing filter units which also contained sample 
and hold devices. The signals were then processed by a 
multiplexer and analogue-to-digital converter controlled 
during testing times by a PDP 11/34 computer. The 
maximum data sampling rate of the system was 500 kHz for 
the 48 channels, and the signal resolution of the analogue-
digital converter was 12 bits. In the present study, a data 
acquisition rate of 1 kHz, and a sampling time of 512 msec 
were employed for each channel. In addition to the heat 
transfer measurements, the system was also used to acquire 
the output from pressure transducers and thermocouples used 
to measure various injection and free-stream flow properties 
during a test run. 

3 Baseline Experimental Results 
(a) Discharge Coefficients. The variation of CD with 

P0c/P«> is shown in Fig. 2. The results indicate satisfactory 
injection system performance since discharge coefficient 
values do not show a dependence on nondimensional coolant 
temperature d. The measured CD also agree with results from 
a model having 30-deg injection holes, lid = 40 and M„ = 
0.64. CD values are additionally consistent with results at M„ 
= 0.64 determined from measurements by Benmansour [20] 
who employed an injection model having holes inclined at 30 
deg with l/d = 6. 

(ft) Heat Transfer. Using the procedures described and 
those given in [18], the baseline results represented in Fig. 3 
for zero injection are obtained. The measurements presented 
in this figure were repeatable within ± 3 percent and obtained 
using the same free-stream conditions described earlier. The 
data lie just above the flat-plate equation suggested by Kays'et 

220 260 300 340 380 

V°K) 
Fig. 4 Experimental operating domain map showing range of in
jection conditions, 8 0 = 1.30-1.46, • B = 1.01-1.06, A 0 = 0.26-0.34 

al. [17] with maximum differences of about 10 percent. 
Considering the ±12 percent experimental uncertainty of St 
(based on a 20:1 confidence level), the results in Fig. 3 provide 
qualification of heat transfer measurement procedures. These 
results are also important because they indicate normal 
boundary layer behavior since the heat transfer is the same as 
in a normally developing, two-dimensional layer with variable 
properties. The equation in Fig. 3 is corrected for variable 
properties using the temperature ratio method of [17]. Ac
cording to this method, the variable property Stanton number 
equation is the same as for a constant property environment 
when T„/Ta, < 1. 

4 Experimental Results 
(a) Experimental Domain Map. An experimental operating 

domain map indicating the range of injection conditions used 
in the present study is shown in Fig. 4. In the Poc/POCK versus 
Tc coordinates, three sets of data are shown corresponding to 
cold (0 = 1.30-1.46), ambient (0 = 1.01-1.06) and hot (0 = 
.26-.34) injection. Lines of constant m, I, Uc/Ux, and 
Pc/Poo, determined from measurements at the various data 
points, show the range of these parameters covered by the 
present tests. Such results indicate which data runs are 
required for interpolation in order to obtain information at a 
constant m, /, or Uc/U„ as the injectant temperature varies. 
Referring to run number 600, the magnitudes of these three 
parameters are 1.0, 0.925, and 0.922, respectively. As Tc 
decreases, the three lines corresponding to these parameter 
values diverge. Hence, paths followed by injection parameter 
lines on the domain map differ depending on which injection 
parameter is held constant. Different injection parameters 
correspond with different sets of data in variable property 
flow even though lines representing the injection parameters 
may intersect at one location on the experimental domain 
map. 

(ft) Heat Transfer Coefficients Based on the (Tr _ j ) 
Temperature Difference. In Figs. 5-7, heat transfer coef
ficients with film cooling, h are presented for a wide range of 
experimental conditions. These h values are normalized with 
respect to heat transfer coefficients without film cooling 
h0J and plotted versus m, I, and Uc/U„. The variation of 
h/h0 is presented as it varies linearly with m. Magnitudes of/ 
and Uc/Ua> were determined from injection calculations for 
individual runs. Run numbers correspond to those presented 
in Fig. 4. The data in Figs. 5-7 are plotted parametrically with 
x/d, showing the variation of h/h0 with injection parameters 
at a given downstream location. These plots allow in
terpolation along h/h0 curves at values of m, I or Uc/U„ 
between those at measurement points. 

The results in Figs. 5,6, and 7 are presented for 6 values of 
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1.30-1.46, 1.01-1.06, and 0.26-0.34, respectively. From these 
three figures, the largest variations of h/h0 with m occur near 
the injection location at small xld. At larger xld locations, 
farther downstream, the variation of h/h0 with m is smaller. 
Generally, at a given value of m, h/h0 increases as xld in
creases, where the largest variations occur when 8 = 
1.30-1.46. Exceptions are evident at high injection rates when 
8 = 1.01-1.06. 

In Fig. 5, minimum values of h/h0 occur for magnitudes of 
w greater than 1.4. In the two following figures, the m where 
h/h0 curves are minimum have smaller magnitudes. In Fig. 7, 
the h/h0 versus m curves pass through well defined minimum 
regions only when xld < 22. The magnitudes of the nor
malized heat transfer coefficients in this figure are also closer 
to 1.0 than measurements at 6 = 1.0-1.06 and 6 = 1.30-1.46. 

(c) Variable Property Correction. In order to account for 
variable properties in equation (4), the left-hand side is 
multiplied by (Trc I Tr„)" (Trx I Tw)" to give 

h/h0(Trc/Tra>)"(Tra,/Tw)p=hf/h0(l~v8) (12) 

The (Trc/Tra,)"(Troo/Tw)p term is then an empirical 
correction for the influence of temperature-dependent fluid 
properties in film-CL -ed turbulent boundary layers. With the 
correction, a relation is provided between constant property 
hf/h0, constant property adiabatic film cooling effectiveness, 
and variable property h/h0. 

Results which follow show that (TK/Troo)" is included in 
equation (12) so that adiabatic effectiveness results from the 
presnt study match those from the University of Minnesota 
[1, 2]. Determination of rj is independent of (Tra>/Tw)p in 
equation (12) since Tr„ and Tw are constant regardless of the 
value of 8. For m > .65, empirical constant n is set equal to 
1.00, and for m = .48, n is set equal to 0.80 in order to ob
tain: (/) data points along straight lines in h/h0 (Trc/Tr„)" 
versus 8 coordinates, and (») the best fit to -q measurements 
from constant property flows, n is thus dependent on the 
blowing ratio m. 

The variable property correction is consistent with results 
given by Pedersen, Eckert, and Goldstein [3] and Papell and 
Trout [21], because equation (12) gives h?hB, which are 
dependent on Trc/Tr„. According to [3], in constant property 
situations, the adiabatic film cooling effectiveness is a func
tion of a number of parameters, including the injection 
geometry, the turbulence, the Reynolds number in the 
mainstream, and the mass flux ratio m. The authors go on to 
say that "for variable property flows involving ideal gases 
with transport properties which can be expressed by a power 
law, the heat transfer and the film effectivenesses are, in 
addition, a function of the ratio of the absolute temperatures 
T„ ITc or of the density ratio p^/p,.." 

The (Tr„/Tw)p term is required in equation (12) so that 
corrected hf/h 0 results from the present study match 
measured results given in [1], It is applied using 

hf/h0=hf/h0(Tw/Tmy (13) 

where hf/h0 is determined from the 6 = 0 value extrapolated 
fromjneasurements of h/h0 versus 8, or from measurements 
of hfh0(Trc/Trx)" versus 8. Either way, the same hf/h0 is 
obtained since (Trc/Tr<x,)" = 1 at at 8 = 0. In equation form 

h/X(TK/Tmy=hf/X(l-rfl) (14) 

Alternatively, 

h*/h0=hf/h0(\-r,8) (15) 

where h*lh„ is partially corrected "artificial" value of h/h0, 
defined for convenience. The value of p in (13) giving the best 
fit between present results and those from [1] is 0.40. 
Although valid over a range of injection rates, equation (13) is 
applied only for the one (Tw/TrJ) ratio of the present study. 
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In Fig. 8(a) are shown: (a) variable property h/h0 from 
equation (12), (b) h*/h0 from equation (15), and (c) constant 
property /*//*„ from equation (4). These lines correspond to 
hfh0, hlh0 (Trc/Tra)

10, and h/\ (TK/Tm)l-° (Tr<x/TW)0A0 

data, respectively, where the latter two show a linear variation 
with 6. The overall̂  effect of variable properties is evident 
from h/h0 and h/h0 results in Fig. 8(a), and from the 
equation 

h/X (Trc/Troo)" (Troa/T„)" = h/h0 (16) 

The correction term includes the effect of variable density 

fVTV 
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Fig. 9 Variation of hfh0(TrcITra>)'
10 with xld 

ratio, pc/p„. It is dependent on nondimensional coolant 
temperature 6 and should be considered valid only over the 
nondimensional coolant temperature range of the present 
measurements: 0 < 0 < 1.5. 

(d) Dependence of h/'h0(Trc/Tr„)n on 6 and xld. In order 
to show the effect of the portion of the correction term 
pertaining to adiabatic effectiveness, results in 
h/ho(Trc/Tr„)l0° versus 8 coordinates are given in Fig. 8(b) 
for five different values of xld. These results were obtained 
form = 1.24,/= 1.38, and Uc/U„ = 1.11. Referring to Fig. 
4, lines corresponding to these three injection parameters 
intersect at run number 599. Such intersection points will be 
referred to as "match points," required in order to provide a 
suitable basis for comparison of results for the three 
parameters m, I, and Uc/U„. "Match points" were chosen 
on the experimental domain map of Fig. 4 at the minimum 8 
where measured data were obtained. The smallest 6 was 
chosen for this purpose in order to obtain the largest dif
ferences in the abscissa intercepts of h/h0(Trc/Tra>)" versus 6 
lines. 

According to Fig. 8(b), variations of h/'fi0(Trc/Tra,)
LO° 

with 6 obtained for m = 1.24, / = 1.38, and Uc/Ux = 1.11 
lie along the same line regardless of which parameter is held 
constant. Such behavior results due to the dependence of hlh0 
on injection parameters in the film-cooled thermal boundary 
layer, as evident from results presented in Fig. 5. Here h/h0 
shows a very weak dependence on all injection parameters for 
m > 1.4. Thus the fact that data for constant /, and Uc/U„ 
are along the same line in 8 is not expected for all magnitudes 
of injection parameters. 

The results shown in Fig. 8(b) are again given in Fig. 9 
along with additional data. In this figure, h/h0 (T rc/r roo) !0 is 
given as it varies with xld for a variety of experimental 
conditions. The increase of normalized h with downstream 
distance is particularly evident for 8 = 1.32-1.44. As for Fig. 
8, the results in Fig. 9 were determined at measurement points 
along lines of constant m, I, and Uc/U„, emanating from run 
number point 599 in Fig. 4. Thus three sets of data each are 
presented for hot, ambient, and cold injection, where all three 
data sets for hot injection (6 = .315) are the same since they 
correspond to the same run number. Even though different 
data sets were used to determine results for 8 = 1.04-. 1.06, 
the three curves in Fig. 9 are nearly the same. For 8 = 
1.32-1.44, the h/~ho(Trc/Tr„)>0 data are slightly different at 
a given xld, mostly from slightly different 6. Results such as 
those in Fig. 9 are useful, since they may be used with Fig. 8 
type plots in order to determine the variation of the adiabatic 
film-cooling effectiveness with downstream distance. 
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Fig. 10 Adiabatic film cooling effectiveness versus xld as different 
injection parameters are held constant 

Fig. 11 Comparison of adiabatic film cooling effectiveness with 
results from [1] and [2] 

(e) Adiabatic Film-Cooling Effectiveness. The adiabatic 
film-cooling effectiveness is presented in Fig. 10 at it varies 
with x/d. Results are shown deduced from the same family of 
data presented in Figs. 8 and 9, along with results from two 
additional families of data. Values of 6 for the hfh0 "match 
point" are indicated on the figure, and always lie between 
0.315 and 0.333. As one expects from results in Figs. 8 and 9, 
the magnitude of t\ at a given x/d is nearly the same regardless 
ofwhetherm = 1.24,7= 1.38, or Uc/U^ = 1.11. For lower 
values of these injection parameters, small differences are 
evident between the m, I, and Uc/Ux results in a given 
family. Generally, results for constant Uc/U,„ are several 
percent higher than the constant / results, which are slightly 
higher than results at constant m. Thus, from Fig. 10, the 
effect of using constant in, I, or Uc/U„, along a 
h/h0(Trc/Tr„)" versus 6 line results in effectiveness dif
ferences which are no greater than ± 10 percent. 

In Fig. 11, ij results are presented which were deduced by 
using equation (12) with n = 1.00 for m = .66, 1.00, 1.24, 
and 1.56, and n =0.80 for m = .48. At a given value of x/d, 
values of ij increase with m, until m > 1.24, when further 
increases in the injection mass flux ratio do not provide higher 
film cooling effectiveness. At a given mass flux ratio, the 
effectiveness generally decreases with downstream distance. 
For x/d > 20, Fig. 11 shows that magnitudes of r; for w = 
1.00 and m = 1.56 agree with Jabbari's [2] measurements at 
approximately the same injection ratios with a maximum 
deviation of 10 percent. At m = 0.66 and m = 0.48 the 
maximum deviation is about 15 percent. Without the Trc/Tra, 
term in equation (12), estimated values of 17 have magnitudes 
which are one-third to one-half of constant property values at 
m = 1.00. Thus, for x/d > 20, the validity of equation (12) is 
supported by measurements obtained at injection mass flux 
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ratios ranging from .48 to 1.56, indicating that the adiabatic 
film-cooling effectiveness for constant property flow can be 
deduced from heat transfer measured in a compressible, 
variable property environment. 

The differences between the present results and those from 
[1] and [2] for x/d < 20 are believed to be due to three-
dimensional flow near injection holes. According to these 
sources, h'f and ??' are nonuniform in the span wise direction 
for x/d < 20 with periodic variations dependent on the 
minimum spanwise distance between injection holes. The 
local effectiveness ?j' is not equal to the spanwise average 
effectiveness r?, and equation (5) is not valid. For x/d > 20, 
n' and h'f become invariant in the cross-stream direction, and 
equation (5) is valid allowing determination of r\ from 
variable property heat transfer measurements. 

(/) Heat Transfer Coefficients Based on the {TAW-TW) 
Temperature Difference. The variation of hjlh0 with m is 
shown in Fig. 12̂  along with hf/h0 results from [1]. 
Magnitudes of hj/h0 were determined from ordinate in
tercepts of h/h0 (Trc/Tra,)" versus 8 lines, as indicated in 
Fig. 8. Using this procedure, hf/h0 are not dependent on the 
(Trc/Tm)n term in equation (12), because this ratio has the 
value unity at 0 = 0. 

The hf/h0 results from the present study are 10-20 percent 
lower than constant property results from [1]. However, at a 
given x/d, the trends with m from the two sources are similar. 
At the largest x/d for the two studies (102.0 and 72.97 for [1]), 
normalized coefficients are nearly constant as m varies. At 
x/d = 6-7, hf/h0 and hf/h0 variations with m are larger than 
results at all other x/d. 

Using p = 0.40 in equation (13), values of h{lh0 were 
calculated from hj/h0 data at x/d = 47.0. These corrected 
hf/h0 are represented by the dashed line in Fig. 12 and 
provide a good match with constant property data at about 
the same x/d. Equally good agreement between corrected 
hf/h0 and measured values from [1] is also found for other 
xld > 20. 

5 Conclusions 
An empirical variable property correction for film-cooled 

turbulent boundary layers is presented. This correction was 
determined from measurements in a turbulent boundary layer 
atM„ = 0.64, Pooa = 2.9 x 105 N/m2, T„ = 290 K and Toat 
= 403 K which was film-cooled using two staggered rows of 
injection holes inclined at 35 deg. The temperature ratio 
product (TrcITr„)" (Tra/Tw)p is used for the correction as 
included in the equation 

h/'ho(Trc/Tro0)"(Tra/Tw)»=hf/h0a-ye) (12) 
n = 1.0 gives the best fit between ij values from the present 
study and those from the University of Minnesota [1,2] for 
.65 < AH < 1.6 and n = 0.8 gives the best fit for m = 0.48. p 
= 0.40 gives the best fit of hf/ha results from the present 
study to those from [1] for 0.48 < AW < 1.00 and x/d > 20. 
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Equation (12) is useful for 6 < 1.5, where it provides a means 
to determine changes of h/h0 due to variable properties 
(including varying density ratio) in film-cooled turbulent 
boundary layers. All terms on the right-hand side of (12) are 
for constant properties, whereas h/h0 is a variable property 
term. 

In order to deduce constant property -q from variable 
property h/h0, plots of h/h0(Trc/Tr<x>)n versus 8 were used. 
Because m, I, and Uc/Uoa all vary with 6 in the compressible 
environment, the question arises as to which injection 
parameter to keep constant in the heat transfer plots. 
Measurements indicate that the rj in best agreement with 
constant property measurements is obtained when the in
jection mass flux ratio m is held constant. However, dif
ferences in r/ obtained as m, /or f/c/t/„ are held constant and 
are never greater than ± 10 percent, and nearly zero for 1.24 
< m < 1.56. 

Variable property, film-cooled turbulent boundary layers 
are complex thermal-fluid systems. A complete variable 
property correction would depend on injection system 
geometry, injection flow rate parameters, all important 
temperatures, the fluid mechanics of the flow, the fluid 
mechanics of the injection jets, the type of fluid, com
pressibility parameters, and thermal boundary conditions. 
The variable property equation of the present paper offers a 
simple correction for a flow with a particular film-cooling 
geometry over a range of conditions. More experiments are 
needed to determine the accuracy of proposed corrections 
over wider ranges of conditions. With the variable property 
correction terms in equation (12), a means is provided to 
determine isothermal wall heat transfer coefficients in en
vironments with temperature dependent fluid properties from 
constant property hf and -n data available in the literature. The 
equation also allows determination of h/h0 at a given 6 in a 
variable property environment, provided data are available at 
two other 6 less than 1.5. As such, the results of the present 
paper give an indication of the importance of variable 
properties in film-cooled turbulent boundary layers, and 
hopefully, will provoke more attention and discussion to this 
area. 
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Local and Average Heat Transfer 
Characteristics for a Disk Situated 
Perpendicular to a Uniform Flow 
Wind tunnel experiments were performed to determine both the average heat 
transfer coefficient and the radial distribution of the local heat transfer coefficient 
for a circular disk facing a uniform oncoming flow. The experiments covered the 
range of Reynolds numbers Re from 5000 to 50,000 and were performed using the 
naphthalene sublimation technique. To complement the experiments, an analysis 
incorporating both potential flow theory and boundary layer theory was used to 
predict the stagnation point heat transfer. The measured average Nusselt numbers 
definitively resolved a deep disparity between information from the literature and 

yielded the correlation Nu =1.05 Pr0M ReVl. The radial distributions of the local 
heat transfer coefficient were found to be congruent when they were normalized by 
Re'A. Furthermore, the radial profiles showed that the local coefficient takes on its 
minimum value at the stagnation point and increases with increasing radial distance 
from the center of the disk. At the outer edge of the disk, the coefficient is more 
than twice as large as that at the stagnation point. The theoretical predictions of the 
stagnation point heat transfer exceeded the experimental values by about 6percent. 
This overprediction is similar to that which occurs for cylinders and spheres in 
crossflow. 

Introduction 

This paper is a many-faceted study of heat transfer at a 
circular disk that is situated perpendicular to a uniform 
airflow. The experimental portion of the work included in
dependent measurements of the average heat transfer coef
ficient and of the radial distribution of the local heat transfer 
coefficient. The measurements were performed over a 
Reynolds number range spanning an order of magnitude. To 
attain the desired level of accuracy as well as a high degree of 
local resolution, the naphthalene sublimation technique, a 
mass transfer method, was used. The mass transfer coef
ficients were converted to heat transfer coefficients by means 
of the analogy between the two processes. In the analytical 
part of the work, potential flow theory was used in con
junction with boundary layer theory to yield the stagnation 
point heat transfer coefficient. 

To provide perspective for the present work, it is relevant to 
consider the available literature on heat transfer to a disk 
facing an oncoming flow. There are, seemingly, two relevant 
papers, respectively by Sogin [1] (1958) and by Beg [2] (1972). 
In both cases, the naphthalene sublimation technique was 
employed to determine the average heat (mass) transfer 
coefficient. As will be elaborated on shortly, the results 
obtained by these investigators are at variance, so that one of 
the objectives of the present research is to provide definitive 
values of the average heat transfer coefficient in order to settle 
the issue. 

The correlation of the Sogin results yielded a Re'/! 

dependence for the average Nusselt number, and Beg, 
seemingly unaware of Sogin's work, sought the same 
Reynolds number relationship. There are sound reasons for 
uncertainty about the aptness of a Re'/! dependence for the 
average Nusselt number. From theory, to be described in 
detail later in the paper, it can be shown that the stagnation 
point heat transfer coefficient varies as Re Vl. However, away 
from the stagnation point, the problem does not conform to a 
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similarity solution of the conservation equations. Nonsimilar 
boundary layers do not, at least in principle, yield power-law 
relationships between the Nusselt and Reynolds numbers. 
With this background, another focus of the work is to 
examine the degree of nonsimilarity which prevails away from 
the stagnation region. 

With regard to the radial distribution of the heat transfer 
coefficient, the classical, edge-effect-free model would predict 
a decrease in the coefficient with increasing distance from the 
center of the disk. On the other hand, the sharp turning of the 
flow at the outer edge of the disk is expected to give rise to 
relatively high velocities in that region, with the possibility of 
locally high heat transfer coefficients — another issue to be 
examined here. 

The final focus of the research is to determine a theoretical 
prediction of the stagnation point heat transfer coefficient 
and to compare this result with that found from experiment. 
In this regard, it may be noted that for other stagnation point 
flows (for example, a cylinder and a sphere) in a low-
turbulence free stream, the measured heat transfer coef
ficients are somewhat lower than those of the theory. 

It is appropriate to briefly elaborate certain relevant factors 
of the work of Sogin and of Beg. Based on the description 
given in the paper, the Sogin experiments appear to be 
carefully performed, but there may be some concern that no 
provision was made for a pre-data-run equilibration period to 
enable the naphthalene to attain temperature equality with the 
airflow. This issue is given relevance by the fact that the vapor 
pressure of naphthalene is highly sensitive to temperature (10 
percent change per °C) and that Sogin measured the air 
temperature and not the surface temperature of the 
naphthalene. 

Beg's work is characterized by a certain degree of ambiguity 
in that he gives four separate and conflicting correlations of 
his experimental results, with that set forth in the abstract and 
the conclusions being substantially higher than the plotted 
data (e.g., 30 percent higher at Re = 10,000). Furthermore, 
the Nu — Re'7' type correlation falls well below the data (by 
about 30 percent at Re = 10,000). No information is given 
about the critical issue of thermal equilibration and tem-
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Fig. 1 The experimental setup 

perature measurement, and Sogin's highly relevant work is 
not cited. 

The data of Beg fall well below those of Sogin. For in
stance, at Re = 10,000, the respective dimensionless mass 
transfer coefficients (i.e., average Sherwood numbers) are 103 
and 147. 

The Experiments 

Experimental Apparatus. As was noted in the In
troduction, the experiments were performed by making use of 
the naphthalene sublimination technique. To implement this 
technique, the disk was made of solid naphthalene implanted 
in a short cylinder as shown schematically in Fig. 1. The 
implantation of the naphthalene was accomplished by a 
casting procedure that will be described shortly. 

With respect to the analogy between heat and mass trans
fer, the naphthalene surface plays a role identical to an 
isothermal surface in the corresponding heat transfer 
problem. On the other hand, the host cylinder was of 
aluminum and did not, therefore, participate in the mass 
transfer process. In terms of the analogous heat transfer 
problem, the cylinder corresponds to a perfectly insulated 
body. 

The diameter of the disk and its host cylinder was 3.493 cm, 
with the cylinder length being approximately equal to the 
diameter. Integral with the cylinder at its downstream end was 
a short cylindrical section having a slightly reduced diameter. 
The shoulder formed by the reduction in diameter helped to 
position the disk during surface contour measurements made 
before and after the data runs. 

To accommodate the naphthalene layer, whose exposed 
face constituted the mass transfer surface, a 0.7-cmdeep 
cavity was machined into the front face of the host cylinder. 
The cavity was bounded by a thin wall that was steeply sloped 
so as to be of minimal thickness at the plane of the cavity 
opening. As a result, the naphthalene-filled cavity was framed 
by a remarkably thin (0.005 cm) rim of aluminum. To 
promote adhesion of the naphthalene, the base of the cavity 
was roughened with grooves. 

To facilitate the casting of the naphthalene, a pouring hole 
was drilled along the axis of the cylinder from one end to the 
other. Two additional (smaller) holes were provided to enable 
air to escape from the cavity during the casting process. One 
of these holes also served as a channel through which ther
mocouple leads were passed. The thermocouple junction was 
positioned at the exposed surface of the naphthalene, enabling 
direct measurement of the surface temperature needed for the 
evaluation of the naphthalene vapor pressure. 

The other component shown in Fig. 1 is the support rod. 
When the apparatus is in place in the wind tunnel, the rod 
mates with the cylinder as depicted in the figure, the mating 
being accomplished by the insertion of the reduced-diameter 
end of the rod into the axial hole in the cylinder. Recessed 
screws, also shown in the figure, bear against flats machined 
into the embedded portion of the rod, thereby holding it in 
place. 

The support rod is the forwardmost member of a system 
whose function is both to support the disk and to position it 
perpendicular to the oncoming airflow. The alignment of the 
disk was facilitated by a universal joint attached to the 
downstream end of the support rod. In turn, the universal 
joint was rigidly supported by a stand that was bolted to the 
floor of the wind tunnel. The crossflow members of the stand 
were positioned sufficiently far downstream of the disk to 
preclude any possible interference effects. 

Another apparatus component essential to the successful 
execution of the experiments was a cap that totally suppressed 
sublimation of naphthalene when it was in place over the disk. 
Such total suppression was required prior to a data run when 
the test body, installed in the wind tunnel, was in the process 
of thermally equilibrating with the airflow; total suppression 
was also necessary when the body was transported from the 
wind tunnel laboratory to another laboratory in which the 
mass measurement instrumentation was situated. 

The cap was fabricated from a Teflon rod into which a 
cylindrical cavity was bored. When in place, the cap covered 

N o m e n c l a t u r e 
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the naphthalene disk and most of the host cylinder. The fit 
was so snug that a small-diameter vent hole had to be 
provided in the closed end of the cap (the end adjacent to the 
naphthalene disk) to enable it to be applied to or removed 
from the test body. Aside from these operations, the vent hole 
was sealed with pressure-sensitive tape. The closed end of the 
cap was made thin-walled so as not to greatly elongate the 
equilibration period. 

The wind tunnel used in the experiments was operated over 
a range of free-stream velocities Ua from 2.1 to 21 m/s, 
corresponding to Reynolds numbers between 5000 and 50,000 
based on the diameter of the disk. The cross section of the 
tunnel test section was a 30.48 by 60.96 cm rectangle (height 
by width), and the disk was centered in the cross section. Since 
the ratio of the disk surface area to the tunnel cross-sectional 
area was about 0.005, blockage effects can be regarded as 
negligible. 

The tunnel was operated in the suction mode, with air being 
drawn from within the building and discharged out-of-doors, 
thereby ensuring that the air arriving at the test section was 
free of naphthalene vapor. To promote the temperature 
uniformity of the air, the laboratory room was set up as a 
mixing chamber (e.g., auxiliary fans were used to enhance the 
mixing), and the windows were masked with aluminum-faced 
insulation panels. 

The velocity in the test section was measured with an impact 
tube and adjacent wall static tap, both situated slightly up
stream and to the side of the disk. The resulting pressure 
differential was sensed by a Baratron solid-state pressure 
meter capable of detecting 0.001 Torr, and the same meter 
was used to measure the difference between the tunnel static 
pressure and that of the laboratory. Recent measurements had 
shown the tunnel turbulence level to be about 0.5 percent. 

Experimental Procedure. A new naphthalene surface was 
prepared prior to each data run. As a first step, the 
naphthalene remaining from the preceding data run was 
removed from the host cylinder by melting and evaporation. 
Then, the cylinder was placed on a highly polished stainless 
steel plate so that its axis was vertical and the cavity opening 
faced downward. The plate surface closed the opening, 
thereby forming a mold cavity. The thermocouple was then 
threaded through one of the air vent holes and fixed in place 
so that the junction contacted the plate. Molten naphthalene 
was then introduced into the cavity through the axial pour 
hole, and the displaced air escaped through the vent holes. 
After the naphthalene had solidified, the cylinder was 
separated from the plate. The quality of the exposed 
naphthalene surface was comparable to that of the highly 
polished plate against which it was cast. 

The measurements which were made immediately preceding 
and immediately following a data run depended on whether 
average or local mass transfer coefficients were being sought. 
For the former, the mass of the test body was measured, while 
for the latter, measurements were made of the surface contour 
of the disk. 

A common feature of all runs was the verification that the 
disk was oriented perpendicular to the oncoming flow. The 
original alignment was accomplished by flow visualization 
using the oil-lampblack technique, with adjustments being 
made until the stagnation point was situated at the center of 
the disk. When this condition was achieved, the settings of the 
universal joint were recorded, and these settings were em
ployed throughout the remainder of the experimental work. 

Each run was preceded by an equilibration period during 
which the capped test body was in place in the wind tunnel and 
washed by the free-stream velocity of the selected data run. 
The duration of the equilibration period was chosen to ensure 
the attainment of steady readings of the thermocouple em
bedded in the naphthalene surface. 

The duration of the data run proper was fixed by the 
constraint that the mean recession of the naphthalene surface 
not exceed 0.0025 cm. During the run, the naphthalene 
surface temperature and the velocity pressure were recorded 
at uniform and frequent intervals, and averages were com
puted for use in the data reduction procedure. 

The mass of the test body was measured with a Sartorius 
ultraprecision, electronic analytical balance with a capacity of 
166 g and a resolution of 10~2 mg. Typical mass losses during 
a data run were in the 15-30 mg range. 

Surface contour measurements were made with a stylus-
type instrument that senses the elevation of the stylus tip 
electronically. The measurement system consisted of the 
stylus, a linear variable differential transformer, signal 
conditioning electronics, and a printer-equipped digital 
voltmeter. The nominal resolving power of the in
strumentation was 0.000025 cm. For a given data run, surface 
traverses were made along four radial lines (i.e., two per
pendicular diameters), and the measured local surface 
recessions were averaged to give a single representative radial 
distribution. 

Calibration runs were made to determine the extraneous 
mass losses during the setup and disassembly of the ap
paratus, yielding a correction of about 2 percent. 

Data Reduction. The average mass transfer coefficient K 
for the disk as a whole was evaluated from the defining 
equation 

K=m/(p„w-pna>) (1) 

In this equation, m is the surface-average rate of mass 
transfer. It was calculated from the measured change of mass 
AM, the naphthalene mass transfer area. A, and the duration T 
of the data run, so that m = AM/TA. The quantities p,m and 
p,|03 are, respectively, the densities of naphthalene vapor at the 
disk surface and in the free stream. The latter is zero for the 
present experiments, while the former was evaluated using the 
vapor pressure/temperature relation for naphthalene [1] 
(assuming solid-vapor equilibrium at the naphthalene sur
face), in conjunction with the perfect gas law. 

For a dimensionless presentation, K was expressed in terms 
of the average Sherwood number 

Sh = KD/S) (2) 

where D is the diameter of the disk, and 2D is the mass dif
fusion coefficient, which was evaluated using a formula given 
by Skelland ([3], p. 51). The knowledge of the diffusion 
coefficient also enabled the Schmidt number Sc ( = e/35) to 
be calculated, where v is the kinematic viscosity of pure air. 
For all of the operating conditions of the experiments, the 
Schmidt number was found to be 2.55. 

The local mass transfer coefficient K{r) at any radial 
position r is 

K(r) = m(r)/<j>„w-pnx) (3) 

where m(f) is the local mass flux. This coefficient may be 
normalized by the value of K at the center of the disk (i.e., the 
stagnation point value) 

K(r)/K0 = m(r)/m0 (4) 

If 5(r) and 50 respectively denote the measured surface 
recessions at a radial position r and at r = 0, it follows that 
since m{r) = ps8(r) and m0 = ps50 (p$ = density of solid 
naphthalene = 1.146), m(r)/m0 = 8{r)/8„. Also, since D/T> 
is a constant, K(r)/K0 = Sh(/)/Sh0. With these, 

Sh(/")/Sh0=5(/)/50 (5) 

The Sh(r)/She ratio, evaluated from equation (5), will be used 
to display the radial distribution of the mass transfer coef
ficient. 
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The mass transfer results will be parameterized by the 
Reynolds number 

Re=Ua,D/v (6) 

where the free-stream velocity was evaluated from the 
measured velocity pressure. 

Stagnation Point Theory 

A prediction of the heat (mass) transfer at the stagnation 
point of the disk will now be derived by using potential flow 
theory in conjunction with boundary layer theory. As will be 
documented shortly, boundary layer theory yields a 
relationship between the Nusselt (Sherwood) number and the 
Reynolds number, but the local radially-directed free-stream 
velocity v^r), which appears in the Reynolds number, is an 
unknown. It is the responsibility of potential flow theory to 
provide v„(r), and that is the first order of business here. 

The velocity potential function for a stationary disk 
situated in a uniform free-stream flow can be written as 

4>=<t>i+<t>2 (7) 
He re , 4>i is the poten t ia l for a disk moving with velocity U„ 
perpendicular to its own plane in an otherwise stationary 
fluid, and 02 is the potential for a uniform flow with free-
stream velocity U„. The direction of motion of the disk is 
opposite to that of the free-stream velocity. 

With respect to a coordinate system implanted in the disk 
surface and centered at the stagnation point (see Fig. 1), the 
radial velocity v is given by v = d<t>/dr. However, 4>2 = 4>i(x), 
where x is the axial coordinate (aligned with [/„), so that 
d<l>2/dr = 0. At the surface of the disk ([4], p. 477) 

<t>) = -(2UxR/Tr)cosr\ (8) 

where R is the radius of the disk and r; = sin ~l(r/R). 
Therefore, the radial velocity at the surface of the disk follows 
as 

v(r) = d<l>/dr=d<l>l/dr = (2Ua,/ir)(r/RXl -r2/R2)-'A (9) 

In the neighborhood of the stagnation point, equation (9) 
reduces to 

v(r) = (2U„/Tr)(r/R) (10) 

According to first-order boundary layer theory, the 
potential-flow-related velocity tangential to the surface is 
equal to the free-stream velocity for the boundary layer. Thus 
the radially directed free-stream velocity for the stagnation 
point boundary layer is 

v„(r) = {2Ua/-K)(r/R) (11) 

Next, turning to the boundary layer, it may be noted that 
axisymmetric stagnation point flow yields a similarity 

solution. From [5], the stagnation point mass transfer 
coefficient K0 given by that solution can be expressed as 

(Kor/£>)/[Vo0 (/•)/•/ v\h =V30'(O)/(2-/3)'/! (12) 

In this equation, the quantity (9'(0) depends on the Schmidt 
number Sc and on the parameter j3, which, for a disk, is equal 
to 1/2. The numerical value of 0'(O) was read by interpolation 
from Table 7.5(^0 of [5] for input values of Sc = 2.55 and /3 
= Vi, which gave 0'(O) = 0.762. 

The substitution of 0'(O), (3, and v„(r) (from equation (11)) 
into equation (12) and subsequent rearrangement yields 

Sh0 =K0D/£> = 1.216 ReV l (13) 

in which Re is given by equation (6) as before. Note that Sh0 

depends on the half power of the Reynolds number, as ex
pected. The values of Sh0 from equation (13) will be com
pared shortly with those from experiment. 

Results and Discussion 

Analogy Between Heat and Mass Transfer. As a prelude 
to the presentation of the results, the conversion of the 
measured mass transfer coefficients to heat transfer coef
ficients will be discussed. According to the analogy between 
heat and mass transfer 

Nu//(Pr) = Sh//(Sc) (14) 

where the function/is the same for both processes. For most 
convective heat transfer processes (other than those involving 
liquid metals),/(Pr) = Pr'",/(Sc) = Sc'", where 1/3 < m < 
0.4. 

For heat or mass transfer at an axisymmetric stagnation 
point, the solutions of [5] can be well correlated using in = 
0.36, and this value will be employed here. With this, 
equation (14) becomes 

Nu = (Pr/Sc)036Sh (15) 

Since Sc = 2.55 for the present experiments 

Nu = 0.714Pr036Sh (16) 

which will shortly be used to transform the present Sherwood 
numbers to Nusselt numbers corresponding to a given Prandtl 
number. 

Average Sherwood Numbers. The presentation of results 
will begin with the average Sherwood number, which is 
plotted in Fig. 2 as a function of the Reynolds number over 
the range between 5000 and 50,000. The present Sh values 
are depicted by the data symbols, while those of Sogin [1] and 
of Beg [2] are respectively represented by the solid and dashed 
lines. The Sogin line was plotted from his correlation equation 

Sh=1.08Re' / 'Sc , / l (17) 

Note that since Sogin used Sc = 2.5 in formulating the 
correlation, this same value was used here in its evaluation, 
which gives 

Sh = 1.47ReM (18) 

The factor Sc'/j in equation (17) represents an arbitrary 
choice. With regard to Beg's results, the line appearing in Fig. 
2 was taken from his graphical presentation. Not one of the 
four correlation equations set forth by Beg matches that line. 

Examination of Fig. 2 reveals remarkably good agreement 
between the present data and the Sogin line. Indeed, the 
deviations of the data from the line are smaller than the 
scatter of Sogin's original data. This strong consensus casts 
doubt on Beg's results and suggests that they be discarded. 

In light of the foregoing, the Sogin correlation (18) appears 
to be the proper representation for the average Sherwood 
number for naphthalene sublimation at a disk situated per
pendicular to an oncoming uniform flow. To generalize this 
correlation to heat transfer, equation (18) is substituted into 
equation (16), which gives 
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Nu=1.05Pr°-36Re (19) 

Local Sherwood Numbers. Since the disk is a surface of 
uniform naphthalene vapor density (analogous to uniform 
wall temperature), it follows that 

Sh = [Sh(r)]2wrdr/TrR2 (20) 

where Sh(r) is the local Sherwood number at a radial position 
/•. The introduction of the stagnation point Sherwood number 
Sh0 gives 

Sh/Sh„ [Sh(r)/Sh0]2irrdr/TrR2 (21) 

Note that both Sh and Sh0 vary as Re'/2 (equations (18) and 
(13), respectively), so that Sh/Sh0 is independent of the 
Reynolds number. Because of this, equation (21) suggests the 
possibility that Sh(r)/Sh0 is independent of Reynolds number, 
that is, that the Sh(r) profiles are similar with respect to Rel/2 

scaling. 
Figures 3 and 4 were prepared to examine this issue. In each 

figure, Sh(r)/Sh0 is plotted as a function of the dimensionless 
radial coordinate r/R, where the values of Sh(r)/Sh0 were 
determined via equation (5) from the measured surface 
recessions 8(r) and 80. The first of these figures is for the 
lower Reynolds numbers of the investigated range, while the 
second is for the higher Reynolds numbers. The solid line that 
appears in each figure is one and the same line. It is the 
average Sh(r)/Sh0 profile, averaged over all six Reynolds 
numbers that are represented in the figures. 

From Figs. 3 and 4, it is seen that aside from reasonable 
data scatter, the Sh(/-)/Sh0 profiles are independent of the 
Reynolds number. The correlation is especially tight in the 
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higher Reynolds number range, where there is considerable 
data overlap. Since Sh0 ~ Re'/2, it follows that the Sh(r) 
profiles are similar with respect to Re'/!. This finding explains 
why Sh ~ Re Yl. It is noteworthy that there are no theoretical 
or computational results available to either confirm or deny 
the Re'/2 similarity of the Sh(/-) profiles. 

Another noteworthy feature of Figs. 3 and 4 is the 
monotonic increasing character of the Sh(r)/Sh0 profiles. The 
increase is moderate in the inner half of the disk (i.e., a 10 
percent increase in Sh(r) between r = 0 and r/R = 0.5) but, 
thereafter, Sh(r)/Sh0 increases rapidly, especially between 
r/R = 0.9 and 1.0. At the edge of the disk, Sh(r)/Sh0 = 2.2. 

This behavior is to be contrasted with textbook-type, end-
effect-free flows which fan out from a stagnation point (or 
stagnation line). For those flows, the highest value of the 
transfer coefficient is attained at the stagnation point and 
decreases with increasing distance from that point. The drop
off of the transfer coefficient is a consequence of the growth 
of the boundary layer. 

Relative to the foregoing, the highly contrasting behavior 
of Sh(/") evidenced in Figs. 3 and 4 provides ample testimony 
to the dominant role played by the finiteness of the disk. The 
turning of the flow at the edge of the disk requires that the 
fluid accelerate rapidly in that region. The rapid acceleration 
causes a thinning of the boundary layer and a consequent 
increase in the transfer coefficient. What is most remarkable 
is that the edge effect is felt sufficiently strongly in the 
neighborhood of the center of the disk to reverse the tendency 
of Sh(r) to decrease with radial distance. 

Stagnation Point Results. It remains to compare the 
experimentally determined values of the stagnation point 
Sherwood number with those based on potential flow theory. 
Such a comparison is shown in Fig. 5, where Sh0 is plotted as 
a function of the Reynolds number. The figure conveys the 
experimental data, a least-squares, Re'/2 fit of the data given 
by 

Sho = 1.140Rel/2 (22) 

and the prediction based on potential flow as expressed by 
equation (13). The mean scatter of the data about the least-
squares line is 3 percent. By comparing equations (22) and 
(13), it is seen that the theory overpredicts the data by about 6 
percent. 

To provide perspective for this finding, it is relevant to 
compare experimental and theoretical results for other 
stagnation point flows. In general, at a stagnation point (or 
stagnation line) 

ua,(s)/Ua=C(s/L) (23) 

where s is the distance along the surface measured from the 
stagnation point, u„(s) is the local free-stream velocity at the 
edge of the boundary layer, L is the characteristic dimension, 
and C is a constant specific to the geometry in question. 
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From boundary layer theory, it is known that, in general 

K0s/T> = x[ua(s)s/u]'/' (24) 

in which x depends on the geometry and on the Schmidt (or 
Prandtl) number. Upon elimination of u„(s) from equation 
(24) with the aid of equation (23), there follows 

Sh 0 =xC / ! Re , / ! (25) 

where 

Sh0 = K0L/T>, Re=UaL/v (26) 

Suppose that for a given geometry, the constant C has been 
determined both by experiment and from potential flow 
theory, yielding respective values Cex and C t h . Then, the 
corresponding stagnation point Sherwood numbers can be 
ratioed to give 

(Sh0) e x /(Sh0) l h=(C e x /C [ h)* (27) 

or, for the Nusselt number, 

(Nu0)cx/(Nu0) lh = (C„/Cth)» (28) 

The two bluff bodies most often encountered in stagnation 
flow studies are the cylinder and the sphere. In the case of a 
cylinder in a uniform crossflow, the result from potential flow 
theory is that Cth = 4, while Schmidt and Wenner [6] have 
found experimentally that Cex = 3.631. Hence, the ratio of 
the stagnation line Nusselt numbers becomes 

(Nu0)ex/(Nu0),h =(3.631/4)* =0.953 (29) 

For a sphere in uniform flow, the potential flow solution 
yields the result Clh = 3, while the experiment conducted by 
Newman and co-workers [7] gives the value Cex = 2.66. Thus, 
for the sphere 

(Nu0)ex/(Nu0) th =(2.66/3)* =0.942 (30) 

The comparison is completed by placing the results of this 
work in the same form 

(Sh0)ex/(Sh0) th = 1.140/1.216 = 0.938 (31) 

for a disk in uniform axial flow. 
Thus it is seen that theory overpredicts the value of the 

Nusselt (Sherwood) number by 5 to 6 percent. This slight 
deviation may be rationalized by noting that potential flow 
theory (the source of the Clh values) does not predict the 
presence of separated regions found in real flows. The 
presence of these separated regions effectively broadens the 
body, and thereby reduces the velocity gradient du^/ds at the 
stagnation point. 

Concluding Remarks 

The work described here is a many-faceted study of the 
mass (heat) transfer at a disk of finite diameter situated 
perpendicular to a uniform free stream. Both average and 
local mass transfer coefficients were measured using the 
naphthalene sublimation technique. The analogy between 

heat and mass transfer was used to convert the measured 
Sherwood numbers to Nusselt numbers corresponding to any 
specified Prandtl number. An analysis utilizing both potential 
flow theory and boundary layer theory was performed to yield 
predictions of the stagnation point Sherwood number Sh0 and 
Nusselt number Nu0. 

The measured average Sherwood numbers definitively 
resolved a deep disparity between available information from 
the literature. The recommended correlation for the average 
Nusselt number is 

Nu=1.05Pr°-36Rel/! 

The ReVl dependence of the Nu and Sh results, coupled with a 
similar dependence for Nu0 and Sh0, suggested that the radial 
profiles of the local Sherwood number Sh(/) (or the local 
Nusselt number Nu(/-)) were similar with respect to Re'/2 

scaling. This issue was investigated by a display of Sh(/)/Sh0 

profiles for six values of the Reynolds number. It was found 
that within acceptable data scatter, these profiles were in
dependent of the Reynolds number, thereby confirming that 
Sh(r) ~ Re' /!. 

The radial profiles also showed that the local Sherwood 
number takes on its minimum value at the stagnation point 
and increases steadily with increasing radial distance from the 
center of the disk. The increase is most rapid near the outer 
edge of the disk, where the local Sherwood number is more 
than twice as large as that at the stagnation point. This 
behavior is opposite to the radial decrease of Sh(r) that is 
characteristic of textbook-type stagnation flows. It can be 
attributed to the thinning of the boundary layer associated 
with the rapid acceleration of the flow induced by the turning 
which occurs at the outer edge of the disk. 

The theoretical predictions of the stagnation point Sher
wood number exceeded the experimental values by about 6 
percent. It was demonstrated that similar overpredictions 
occur at the stagnation line of a cylinder in crossflow and at 
the stagnation point of a sphere in a uniform free stream. 
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Turbulent Conwectiwe Heat 
Transfer in Forced Cooled 
Underground Electric 
Transmission Systems 
Heat transfer and friction factors were experimentally determined in a scale model 
of high-voltage, pipe-type underground transmission systems for Reynolds numbers 
to 8000. Dielectric insulating oil (Sun No. 4) with a Prandtl number of 120 was 
utilized for the coolant. Two ratios of cable to enclosure pipe diameters, 
corresponding to standard and oversize enclosure pipes, were examined for the 
three-cable system. Helical wire wrap was included to simulate protective skid wires 
around the cables. Three configurations of cable positioning were considered— 
open triangular, close triangular, and cradled. A method of generalizing the heat 
transfer coefficients was developed and tested for rough pipe cables based on ex
tensions of previous work in the literature. The generalized correlation, without 
correction factors, was found to be applicable only in two cases with appropriate 
flow pattens and geometries. Heat transfer to the pipe wall could be correlated by 
standard methods in the high Reynolds number range. 

Introduction 

A majority of the present underground electric power 
transmission systems that provide power to large urban areas 
are of the self-cooled, free-convection type. A typical system 
is shown in Fig. 1. Three cables for the three-phase system are 
positioned inside of a steel pipe that is filled with dielectric 
insulating oil. Each cable consists of a segmented copper 
conductor, wrapped with paper that becomes a good dielectric 
insulator when permeated with the surrounding dielectric oil. 
Each cable is wrapped with a metallic sheath and with a skid 
wire in a helical fashion, which protects the paper insulation 
when the cable is pulled through long lengths of the enclosure 
pipe. 

Heat generated in the cables by inductive and resistive 
losses is transferred to the oil via conduction and free con
vection, and is conducted into the soil. The transmission 
capacity of such a system is limited by the relatively high 
thermal resistance presented by free convection to the oil and 
through the soil. 

Recently, the concept of forced convective cooling of such a 
system has come under increased consideration. At points 
along the transmission system, cooled oil would be supplied to 
the pipe and pumped along a portion of the length. The 
heated oil would be removed, cooled, and returned to the 
inlet. The length of such a cooling circuit for a subsection of 
the transmission system would be constrained by thermal and 
pressure considerations. 

Such a scheme with turbulent flow of the cooling oil would 
reduce the cable to oil thermal resistance and eliminate the 
soil as a major path for heat transfer. 

Several system analysis studies of the engineering and 
economic aspects of forced cooled power transmission have 
been made [1-3]. These studies are useful in predicting overall 
cooling requirements for increased capacity systems. Because 
of the lack of engineering data related to heat transfer 
coefficients and pressure drop, general criteria are not 
derivable from them. 

More recently, model experiments have been conducted to 

determine the friction factor in laminar through turbulent 
flow. Slutz [4, 5] and Chato et al. [6-14], conducted studies 
for three configurations. Full-scale tests were conducted by 
Williams [15] but low ambient temperatures limited the study 
to laminar and initial transitional flow. Bechenbach et al. 
[16], developed a theory to predict the friction factor with 
fully turbulent flow through a pipe cable system as a function 
of the cable to pipe diameter ratio, skid wire height, spacing, 
helical angle, and the Reynolds number. The predictions are 
as much as 30 percent greater than the experimental data for 
some of the configurations. 

Slutz et al. [4], measured the heat transfer coefficients on a 
short full-scale pipe cable model with only free convection 
present. Abdulhadi and Chato [6-10] studied free and forced 
convection in three models. Friction factor correlations were 
obtained experimentally for two ratios of cable to pipe 
diameter. Curve fits of heat transfer in the transition and low 
turbulent regions were made for one configuration. Finite 
element models have been developed for friction factors and 
Nusselt numbers in the laminar flow regime [11, 12]. General 
friction factor and heat transfer correlation as a function of 
cable diameter/pipe diameter, skid wire roughness, and 
Prandtl number were not attempted for the transition and 
turbulent flow regimes. 

'Presently with Northrop Defense Systems Division, Rolling Meadows, 111. 
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Fig. 1 Cross section of a typical underground, high-pressure, oil-filled 
cable system 
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Fig. 2 Diagram of experimental setup 

The purpose of the present study was to determine ex
perimentally and to attempt to characterize the heat transfer 
and friction factors in such a system with turbulent forced 
convective cooling. 

Experimental Method 

The experimental program consisted of flow tests to 
determine the heat transfer and friction factor characteristics 
of scale models of pipe-type cable systems in an ap
proximately one-sixth scale model [13]. 

Standard industrial practice utilizes nominal enclosure pipe 
sizes of 5 to 14 inches (12.7-35.6 cm). Cable sizes for 69 to 345 
kV systems range from 1.8 to 3.9 cm. Skid wire heights vary 
from 2 to 6 mm. Standard pipe sizes for various voltage cables 
refer to the pipe sizes usually utilized in existing, self-cooled 
systems. The oversize pipe indicates the next largest standard 
pipe size. Thermal/hydraulic characterization of the standard 
size pipe-cable systems allows performance predictions for 
forced cooled retrofit of existing self-cooled systems. 
Characterization of the oversize pipe-cable systems allows 
determination of the performance advantages that may be 
obtained for a new forced cooled installation with the larger 
size. The cable to pipe diameter ratios range from 0.31 for an 
oversize pipe to 0.39 for a standard pipe size. The diameters 
of the two selected simulated cables of 12.7 mm (0.5 in.) and 
17.4 mm (11/16 in.) with 44.4 mm (1.75 in.) enclosure pipe 
for the experimental setup give cable to pipe diameter ratios 
of 0.29 and 0.39, providing a range including the two 
diameter ratios of interest. 

Figure 2 diagrams the basic layout of the experimental 
setup [13]. The flow loop consists of an 11.2 kW (15 hp) 
centrifugal pump with a maximum of 0.27 MPa (40 psid) 
discharge pressure, lines, and valves to supply oil to a bypass 

T, , Tr, T„ 

T„, PIPE HALL 

- TR, RIGHT CABLE 

. Tc, CENTER CABLE 

TL, LEFT CABLE 

Fig. 3 Thermocouple locations at the measurement station 

heat exchanger and supply the test section through a 
rotameter for low flow rates or a venturi for higher flow rates. 
The apparatus utilized in the research is the same as that used 
in previous forced cooled studies at the University of Illinois 
at Urbana-Champaign [6-10], with modifications to 
withstand larger pressure drops needed to extend the studies 
to higher turbulent Reynolds numbers. 

The test section is 9.14 m long and consists of alternating 
steel and plexiglass pipes of the same 44.4-mm (1.75-in.) i.d. 
that enclose the three simulated cables. Direct taps are 
provided at about 0.9-mm (3-ft) intervals along the steel pipe 
and additional fixed oil temperature measurement stations are 
positioned as shown. Cable supports are 1.8 m (6 ft) apart. 

Electro-wrap heating tape is wrapped around the test 
section to simulate eddy current heating of the enclosure pipe. 
It is covered with fiberglass insulation and the heat input is 
controlled by a Variac and measured by recording the current 
and voltage across the heating element. 

Simulated cables are constructed of three steel tubes with 
Easy-Heat electric resistance heaters inserted along the axis of 
the cables, which are controlled by the Variacs. Their power 
dissipation is measured by precision wattmeters. The 
simulated skid wires are wrapped around in a helix. Ther
mocouples are soldered flush to the cable surface at 1.22-m (4-
ft) intervals with the thermocouple leads pulled through the 
inside of the tubes to avoid disturbing the flow. 

Figure 3 shows the heat transfer measurement station 
located near the downstream end of the test section. For wall 
temperature measurements, thermocouples are mounted on 
the outside of the pipe wall between the wall and the in
sulation. The thermocouple measuring oil temperature is 
mounted in the wall of the plastic pipe to isolate it from the 
metal pipe, minimizing heat conduction. Temperatures are 
measured with copper-constantan thermocouples and a Fluke 
model 2240A datalogger with 0.1 °C accuracy and a 2 per 
second sampling rate. Pressure drop is measured in this region 
for a length between cable supports. 

Nomenclature 

B 
D 

Dc 

DH 

e 

defined before Eq. (1) 
a characteristic dimension 
of the flow system such as 
pipe diameter 
cable diameter 
hydraulic diameter 
pipe diameter 
height of roughness element 
roughness Reynolds 
number, = (e/Z>)Re(/72)l/2 

/ = friction factor, = APDH/ 

fe = friction factor in a round 
tube with repeated 
roughness 

g = defined by equations (4) and 
(5) 

L = pipe length 
Nu = Nusselt number based on 

D„ 

Nu„ = int 

P 

Pr 
Re 

St 
V 

AP 
P 

= 

= 

= 
= 

= 
= 
= 
= 

Nusselt number for the 
cable based on Dc 
pitch, spacing between the 
skid wires or between cables 
Prandtl number 
Reynolds number based on 

Stanton number 
mean velocity of flow 
pressure drop 
density 
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Chato and Chern [17] analytically modeled the cir
cumferential temperature distribution around a cable. They 
showed that the outer, metallic shield of the cable, which is 
used to smooth out the electric field, also smoothes out the 
circumferential temperature variation caused by nonuniform 
heat transfer coefficients, i.e., heat fluxes. As will be shown 
later, these small variations are reflected by the experimental 
data. The smoothing out effect of the shield makes the 
average temperature difference between the cable surface and 
the bulk fluid, and the overall heat transfer coefficient for 
each cable of interest here, rather than the local values. This 
concept significantly simplifies the characterization problem. 
In the experiments the steel tubes simulating the cables were 
chosen with thick enough walls to provide uniform cir
cumferential temperatures. This fact was verified by rotating 
the cables to several angular positions and observing less than 
5 percent variation in the surface temperatures. 

Sun 4 dielectric insulating oil was used for the coolant. A 
check on total system accuracy, which includes flow meter 
calibration, oil density, viscosity, and manometer pressure 
drop measurement, was made by testing the system as a round 
pipe with the cables removed. The data match/ = 16/Re 

within 5 percent in the laminar range, 400 < Re < 1800. For the 
turbulent range of 7000 < Re <20,000, the friction factor 
matches the Blasius solution within 7 percent, and the heat 
transfer is within 11 percent of the McAdams correlation. 

Friction Factor and Heat Transfer Results 

Friction factors and heat transfer results for scale-model 
experiments with Dc/Dp =0.29 corresponding to cable-pipe 
systems with an oversize pipe are shown in Figs. 4-6. Systems 
which have cables with or without skid wires will be referred 
to simply as rough or smooth cable-pipe systems, respectively. 

Figure 4 shows the smooth cable-pipe friction factor results 
for the three cable configurations. The open triangular 
configuration has the greatest flow resistance. A gradual 
transition takes place in this case, as indicated by the trend of 
the divergence of the friction factor from the laminar values 
of / = constant/Re, starting at Re = 500. Bechenbach, 
Glicksman, and Rohsenow [18] attributed the gradual 
transition starting at this value of Re in their experimental 
model results, for cables wrapped with simulated skid wires, 
to turbulence created by the skid wires. However, the smooth, 
open triangular cable data in Fig. 4 for relative cable spacing, 
p/Dc = 1.61, and in Fig. 7 for Dc/Dp =0.39 andp/Dc = 1.17 
demonstrate that for these two cases it is a basic characteristic 
of the interconnected channel flow. Rehme [19] also studied 
experimentally smooth rod bundle friction factors for 11 
values of p/Dc ranging from 2.32 down to 1.025. Examining 
the results of Rehme for which the transition region was 
studied indicates a gradual transition for the eight cases of 
p/Dc = l.42 or less. For the cases greater than 1.86, the 
transition follows the general behavior similar to that which 
occurs in one channel. Therefore, considering the present 
work and the studies of Rehme, it can be concluded that a 
gradual transition occurs in smooth multiple tube systems 
with relative cable spacingp/Dc less than about 1.6. 

The transition, shown in Fig. 4, for the close triangular and 
cradled configurations is pronounced and appears at 
Re = 800, with the general behavior similar to that which 
occurs in one channel. The Blasius turbulent correlation 
matches the data for two configurations for Re > 1500 and, 
therefore, a lower bound on friction factor is provided. 

Friction factors for rough cable-pipe systems are shown in 
Fig. 5. Reconfirming the foregoing conclusion, transition for 
the open triangular configurations follow the behavior of a 

Journal of Heat Transfer MAY 1985, Vol. 107/329 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



. 5 0 

f=49/Re 

CONFIGURATION 
A - SMOOTH 

^00) a - ROUGH 

o - ROUGH 

• ROUGH 

f = 9/Re 

.021 

.0105 

f = .0791/Re' 
(B las ius ) 

ioJ 

R« = U D H / V 
10 

Fig. 7 Friction factors for cable-pipe system: D c / D p =0.39, 
DC/DH =1.56, skid wire height e = 0.088 cm, e/DH = 0.08, pipe diameter 
Dp =4.44 cm 

9 io2 

" o 
Q 

3 
Z 

IO 
IO" 

• i 1— T 1—r™i T-

'- CONFIGURATION 

(~^) . CENTER 
\&J CABLE 

C~^) a L£FT 
\^gj CABLE 

EQ. 6 OR 7, e+> 35 

I EQ. 6 OR 7, e+< 35 

EQ. 9 OR 10 

0.34xEQ. 6 OR 7 
e+< 35. * 

& 

* = ' o ° 
I I in O ~1 « i n 

I 

/ 

/ / 

^ / 
» / 
/ 

^ 

0 

1 — • • 1 ' 1 — I — 1 — 1 — J — 

; 
a9°y 

K 
a /<i 

/of 

/ P / 

10 
Ref = UDH/v f 

10 

Fig. 9 Comparison of predicted heat transfer correlations with ex
perimental data for oversize rough pipe: Dc/Dp =0.29, DC/DH =0.725, 
skid wire height e = 0.053, e /D H =0.03, pipe diameter D 0=4.44 cm, 
Pr = 120 

§ ,02 

IO 
IO 

Ref = U D H / v f 

IO 

| - u u H / " f 
Fig. 8 Comparison of predicted heat transfer correlations with ex
perimental data for standard size rough pipe: Dc /Dp =0.39, 
D C / 0 H =1 .56 , skid wire height e = 0.088, e /D H =0.08, pipe diameter 
Dp =4.44 cm, Pr=120 

system with interacting channels. The turbulent friction 
factors assume a value of 0.010 for the cradled configuration 
in the range 1000<Re<9000, and / ranges from 0.014 at 
Re =1000 to 0.011 at Re = 9000 for the close triangular 
configuration. 

Heat transfer in the open triangular configuration is shown 
in Fig. 6 for a combination of smooth and rough cables. The 
lowest data of the three cable systems, the system with all 
smooth cables, shows the Nu becomes a function of Re08 for 
400 < Re < 2000, which is to be expected for a smooth surface. 
Above this range, however, these data merge with those of a 
smooth cable in a system with one rough cable, where the 
transition is complete around Re= 1200 and in the turbulent 
region Nu is a function of Re103. The rough cable heat 

transfer is greater, with Nu proportional to Re1-36 and 
transition completed at Re = 800. 

Friction factors and heat transfer results for experimental 
models with Dc/Dp = 0.39, corresponding to cable-pipe 
systems with standard size pipes, are shown in Figs. 7 and 8. 
As shown in Fig. 7, both the rough and smooth open 
triangular configurations begin transition at Re = 500 with / 
leveling off to 0.06 for the rough system for Re > 1500. The 
close triangular and cradled configurations have a transition 
pattern which is between the gradual transition of the open 
triangular configuration and the sharp one channel transition. 
Friction factors are 0.021 for close triangular for Re >2500, 
and 0.0105 for the cradled configuration for Re > 1800. 
Further explanations of the physical mechanisms of these 
results are given in the following section describing 
generalized heat transfer and friction factor correlations. 

The heat transfer results for Dc/Dp =0.39 are shown in Fig. 
8. Comparing the cable heat transfer of the three con
figurations shows that the heat transfer is greatest in the 
cradled, less in the close triangular, and least in the open 
triangular configurations. The results with Dc/Dp=0.29 are 
shown in Fig. 9. An explanation of these phenomena is given 
in the following section. 

Generalized Heat Transfer Correlations 

The experimental results given in the previous section are 
for two ratios of cable to pipe diameter, with one skid wire 
height for each, and for tests with Sun 4 oil. A method is 
developed and tested here which provides general heat 
transfer correlations for some of the configurations as a 
function of skid wire height e, pitch p, Reynolds and Prandtl 
numbers. This method extends the work of Webb, Eckert, 
and Goldstein [20] for heat transfer and friction factors in 
round pipes with repeated artificial rib roughness to rough 
cable-pipe systems of interest here. A brief summary of their 
work and its background is now given. 

The earliest significant study of turbulent flow over 
roughness was made by Nikuradse [21]. He discovered that 
the universal velocity law he had determined earlier for 
turbulent flow in smooth tubes [22] could be used for rough 
sand grain surfaces with only the addition of a variable near 
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the wall. Further work by Schlichting [23] extended the study 
of roughness to rectangular channels and flat plates. This 
work strengthened the argument that Nikuradse's rough 
surface universal velocity profile is a characteristic of the 
microscopic geometry of the surface roughness, i.e., height, 
width, shape, and pitch of transverse rib-type roughness in 
contrast to the macroscopic geometry, i.e., channel shape, at 
least to the first approximation. Later works involved studies 
of basic developments in heat transfer in rough tubes [24]. 
Dipprey and Sabersky [25] first applied the heat and 
momentum transfer analogy to flow in a tube with sand-grain 
roughness to develop general heat transfer correlations. The 
analogy was applied to artificial roughness with good results 
by Sheriff and Grumley [26] and Webb, Eckert, and Goldstein 
[20]. 

Several basic studies of fluid flow in noncircular channels 
are of interest here. Eckert and Irvine [27] studied flow in a 
triangular channel with an apex angle of 12 deg. They found 
that laminar flow persisted in the corner even as increasing the 
Reynolds number produced transition and then turbulent flow 
in the main channel. Maubach [28] developed a method to 
predict turbulent friction factors for annuli with artificial 
roughness on the inner tube. Rehme [19] developed a method 
of predicting the turbulent friction factor from the laminar 
friction factor in smooth noncircular channels. This method 
was applied successfully by Chato and Abdulhadi [8] to cable 
systems, but only with small roughness ratios, i.e., small skid 
wire height to cable diameter ratios. 

In brief summary, Webb et al. [20] measured the friction 
factors and heat transfer in tubes with repeated roughness of 
height e, and pitch p . Utilizing the same method as Nikuradse 
[21], they were able to correlate a friction factor function 

[(2/fe)
i/2+2.5ln(2e/D) + 3J5](p/e)-°-5i 

= B(p/e)-°-53 

versus e+ = (e/D) Re (fe/2)1/2 

Their correlations can be approximated as follows 

F o r e + < 3 5 

B(p/e)-°ls =2.67 -0.489 ln(e+) (1) 

F o r e + >35 
B(p/e)-°-53=0.95 (2) 

Utilizing the heat-momentum analogy in the same way as 
[25], they also obtained the heat transfer correlation 

s t ^ (3) 

l+C/-e/2) l /2[g(e + )Pr0-57-fi] K) 

where St = Nu/(Re Pr) and 

F o r e + <35 

g (e + )=12 .1 (4) 

F o r e + >35 

g(e + ) = 4.5(e + )0 2 8 (5) 
A method is suggested here which provides general heat 

transfer correlations for certain cases of rough cables in a 
pipe-type cable system. The method proposes a physical 
model and conditions for which the results of Nikuradse [21], 
Dipprey and Sabersky [25], and Webb et al. [20], would be 
applicable. The hypotheses which form the basis of the 
method are: 

(a) If the geometry of a specific pipe cable system is such 
that the flow is similar to that in a round pipe or rectangular 
channel, as studied by the previous investigators, the 
universal velocity profile should be present. Thus for standard 
size pipes the cradled configuration (bottom one in Fig. 8) 
may be correlated in this way because a relatively large 
portion of the circumference is covered with skid wire. For 
oversize pipes the open triangular configuration (top one in 

Fig. 9) qualifies on both counts, but the other two don't have 
enough "rough" surfaces exposed to turbulent flow below 
Re = 10,000 as discussed below. 

(b) If the helix angle of the skid wire wrapped around the 
cable is small, the wire acts in the flow as a two-dimensional 
repeated rib roughness. 

(c) If (a) and (Z>) are true, the local heat transfer should be 
a function of the surface roughness only. 

((/) If laminar flow exists adjacent to a portion of the 
periphery of a cable, and turbulent flow is adjacent to the rest 
of the cable, the laminar heat transfer contribution to the 
total cable heat transfer can be neglected. 

Therefore the local heat transfer coefficients, which Webb 
et al. [20] correlated for the repeated rib roughness in a round 
pipe, should apply for repeated ribs on the outside of the 
cables for the same roughness Reynolds number e+ . 

Points (a) and (c) merit further discussion. A preliminary 
judgment may be made based on the flow geometry. Con
sidering the three configurations with Dc/Dp=0.29 as shown 
in Fig. 5, the large channels above the close triangular and 
cradled configurations may be expected to characterize the 
flow of the whole system. The small subchannels may behave 
similarly to the flow in the acute angles of a triangle duct as 
studied by Eckert and Irvine [27], They found that at 
Re =1000, the flow remains laminar for 40 percent of the 
height of the triangle from the apex, coexisting with turbulent 
flow in the remaining portion. At Re = 8000, the laminar 
portion of the channel is reduced to about 7 percent of 
channel height and is further reduced as Re increases. In the 
same way, the subchannels of the close triangular and cradled 
system would be expected to be initially laminar, coexisting 
with the turbulent main flow. As Re is increased, turbulent 
flow would further penetrate the subchannels with main 
channel turbulent energy distribution and velocity 
distribution continued into the subchannel. Thus the 
correlations of [20] may be considered as the conservative, 
upper, fully turbulent limit of the mean heat transfer rate that 
is reached at different high values of the Reynolds number 
(>104) , depending on the configuration. For some of the 
configurations, the use of a simple hydraulic diameter DH 

may not be entirely justified. In this work we were dealing 
only with fluids with high Prandtl numbers where the thermal 
boundary layers were quite thin and each surface (individual 
cables or pipe walls) acted thermally independently of the 
others. Thus we have shown [6-14] that the cable Nusselt 
number could be correlated, based on the cable diameter, as a 
function of a Reynolds number based on effective, main flow 
cross-sectional area. Unfortunately, this effective area is 
difficult to determine, particularly in field practice. 
Therefore, we retained the use of the conventional hydraulic 
diameter in the Reynolds number to identify somewhat 
simplistically the main character of the flow. 

Since for cable systems cooled with oil (high Pr) the Nusselt 
number should be based on cable diameter, the method of 
calculation suggested is 

1 Specify Re, e, p, and the geometry; calculate DH 

2 Determine fe, e+, and B from iterative solution in / e of 
equations (1) or (2) using DH 

3 Find g(e + ) from equations (4) or (5) 
4 The Stanton number St is found from equation (3) 
5 The Nusselt number is calculated from 

Nu D c = (DC/DH) St Re Pr (6) 

Further simplification may be obtained for fluids with 
Pr > 80, such as all cable oils, because then in equation (3) the 
term containing Pr dominates and other terms in the 
denominator may be neglected. The results are accurate 
within 7 percent. 

Thus, for Pr > 80, steps 4 and 5 above are replaced by 
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N u = (Dc/DH)(fe/2)U2Re Pr0-43 

&\" ) 
The cable heat transfer prediction is first compared with the 

data for oversized pipe-cable systems, Dc/Dp =0.29, in Fig. 
9. In this case, e/DH=0.Q3 andp/e=14. The prediction for 
e+ <35 is shown by the line labeled "equation (6) or (7), 
e + < 3 5 , " which provides a good match with the data for the 
open triangular configuration with practically identical slope 
and 20 to 25 percent less magnitude. 

In the other two configurations, where small subchannels 
are present, the data matches the prediction only in the range 
9000 < Re < 10,000. We hypothesized that this effect may be 
due to the opening up of additional effective cable surface to 
more effective heat transfer as turbulent flow is impressed 
into the subchannels with increasing Re. To account for this 
effect and provide a correlation for close triangular and 
cradled configurations with Dc/Dp=0.29, an experimental 
effective area factor (EAF) is introduced, which is 0.34 at 
Re =1000 and 1.0 at Re =11,300 and which indicates the 
rather large deviations from the aforementioned theory 

EAF = 0.015 Re0 4 5 , 1000<Re<11,300 (8) 

For these two configurations 

Nu f l c = (Dc/DH)(fe/2)l/2Re Pr043 xEAF/12.1. (9a) 

or simply 

Nu0c. = 1.24X 10-3(£)c./JD//)(/;/2)1/2Re1-45Pr0-43 (9b) 

Since this is basically an experimental correlation, it is 
useable, irrespective of theoretical considerations. Since the 
curve in the figure is almost a straight line, equation (9b) can 
be approximated by 

NuDc =5.897 xl0-6(ZVZ>w)ReL814Pr0-43 (10a) 
= 4.277 XlO-6Re'-814Pr°-43 (106) 

Similar predictions for e+ >35 applied to the geometry of 
Fig. 9 is shown by the line labeled "equations (6) or (7), 
e + > 3 5 . " 

Comparisons of the heat transfer for the three con
figurations with Dc/Dp=0.39, corresponding to a standard 
pipe size are shown in Fig. 8. Only the cradled configuration 
behaves somewhat like one channel and is a possible can
didate for the generalized prediction method. The solid line is 
the predicted value for e/DH = 0.08, Pr = 120 from equations 
(6) or (7). The close triangular heat transfer is less, and the 
open triangular is the least, opposite to the trend for 
Dc/Dp = 0.29. An explanation of this result is that in the open 
triangular and close triangular configurations the in
terconnecting channels are much larger in relation to the main 
channel compared to the case where Dc/Dp = 0.29. Therefore, 
exposure of this heat transfer area to turbulent flow takes 
place only as higher Re numbers are achieved. It can be seen 
that around Re = 3000, the slope rapidly increases, indicating 
the opening up of effective area in this range, and it can be 
hypothesized that full turbulent (EAF= 1.00) will be reached 
at Re =10,000. 

It can be concluded that the parallel slope of the open-
triangular data to the generalized correlation for 
Dc/Dp =0.29 occurred probably because the velocity profile 
was similar to the general logarithmic law. However, for the 
Re range of interest, this is probably not true when the cables 
are much closer together, e.g., Dc/Dp=0.39, resulting in 
more dramatic modifications in the flow field. An ex
perimental curve fit was made for this case, resulting in 

Nuflc =0.0353 Re071 P r °« (11) 

The heat transfer to the pipe wall could be correlated in the 
high Reynolds number range by the standard smooth pipe 
correlation using DH 

Nu = 0.023 Re0 8 Pr1/3 (12) 

The lower limit of this range varied between Re = 1,000 and 
4,000, depending on configuration. 

Summary and Conclusions 

Heat transfer and friction factors were experimentally 
determined in a scale model of high voltage, pipe-type un
derground transmission systems for Reynolds numbers up to 
8000. Two ratios of cable-to-enclosure pipe diameters were 
considered, corresponding to standard and oversize enclosure 
pipes. Helical wire wrap was included to simulate protective 
skid wires around the cables. Three configurations of cable 
positioning were considered, open- and close-triangular, and 
cradled. 

The turbulent friction factor / , for oversize pipe systems 
with rough cables was found to be approximately 0.01 for the 
cradled configurations: 0.012 for close triangular and 0.03 for 
open triangular. For standard pipe systems with rough cables, 
the friction factors were approximately 0.01, 0.02, and 0.06 
for the same configurations. For the cradled configuration, 
which is the most probable position for most of the cable 
length, the value of / for a smooth cable system was also 
found to be 0.01. Therefore, for the relative roughness range 
and pipe-to-cable diameter ratios of interest in applications, / 
was found to be a constant of 0.01. For the two other con
figurations, the values o f /would be applicable to scaled up 
systems of the same diameter and roughness ratios present in 
the scale model. The friction factors were determined from 
overall pressure drop data and, therefore, included the 
combined effects of both smooth and rough surfaces which 
were exposed to the main flow. Thus, no "law of the wall" 
can be applied to generalize the friction factors. 

A method of generalizing the heat transfer coefficients was 
developed and tested for rough pipe cables, based on ex
tensions of the work by Webb et al. [20] on heat transfer in 
round pipes with repeated roughness elements. This heat 
transfer correlation is proposed as the general, upper, fully 
turbulent limit reached at different values of the Reynolds 
number, depending on the configuration. For an oversize 
pipe, open triangular case, the method predicted a correlation 
of Nu versus Re with the same slope but 20 to 25 percent lower 
values than the experimental data. For an oversize pipe, close 
triangular and cradled cases, a correlation was developed to 
account for roughness and the additional feature of sub
channel flow. This correlation matched the data within ± 20 
percent. For a standard size pipe, cradled configuration, the 
prediction matches the data within 20 percent. For the other 
two configurations, the heat transfer is substantially lower 
than the prediction but tends toward the prediction at the 
highest Re attained. 

Heat transfer to the pipe wall could be correlated by the 
standard expression for smooth pipes in the high Reynolds 
number range. 
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Convective Heat Transfer in a 
Circular Annulus With Various 
Wall Heat Flux Distributions and 
Heat Generation 
Convective heat transfer for steady laminar flow between two concentric circular 
pipes with walls heated andlor cooled independently and subjected to uniform heat 
generation is presented in analytical closed form utilizing the linearized Navier-
Stokes and energy equations. The flow field is hydrodynamically and thermally 
fully developed. The effect of heat generation is depicted in Fig. 1 where the ratio of 
the Nusselt number with heat generation to without heat generation is plotted 
against the radius ratio, the core size w. It is seen that heat generation may have 
positive as well as negative effect on the Nusselt number. 

Introduction 

The problem analyzed here, which follows [1-3] very 
closely, is the convective heat transfer in a steady laminar 
flow between two concentric circular pipes with walls heated 
and/or cooled independently and subjected to uniform heat 
generation. The velocity and temperature distributions, with 
fully developed profiles, are obtained as the exact solutions of 
the linearized Navier-Stokes and energy equations and are 
presented in closed forms. It is shown that the temperature 
distribution, equation (4), and the heat transfer, equations 
(35) and (37), through the walls are affected by five in
dependent parameters: the magnitude of heat generation qgen, 
the radius ratio to, the Reynolds and Prandtl numbers, and the 
wall temperature gradient c. The average Nusselt numbers for 
the inner and outer walls are obtained explicitly and are 
calculated for five typical wall heating and/or cooling 
combinations and for a liquid metal. The numerical results 
are given in graphical form. No experimental work was done 
and none is reported in the literature. 

The importance of this work is that in the case of a nuclear 
accident, the coolant will be contaminated and will continue 
to flow while generating energy. The effect of this energy 
generation on the heat transfer is necessary information for 
the designer as well as for the practitioner. 

Due to the complexity of the algebra, it is desirable to 
utilize the tables that have been obtained. Due to limitations 
of the length of this paper, only one figure is presented. 
Tabular results may be requested from the authors. 

Viscous Flow in Annular Circular Pipes 

The velocity distribution for an incompressible, constant 
property fluid in laminar flow inside a circular annulus in 
regions away from the inlet where the velocity profile is 
considered fully developed is given by [2] 

w = ReL [(1 - r2) - (1 - u2 )log/71ogco] 

where 

(1) 

w=WL/v 

ReL=-(l/4)dp/dz 

and co is the radius ratio. 

(2) 

(3) 

Contributed by the Heat Transfer Division and presented at the 
ASME/JSME Joint Thermal Engineering Conference, Honolulu, Hawaii, 
March 21, 1983. Manuscript received by the Heat Transfer Division April 15, 
1983. 

Temperature Distribution 

The temperature distribution in the flow is determined from 
the solution of the energy equation subject to appropriate 
boundary conditions. Equation for the temperature 
distribution inside the annulus of two circular tubes with heat 
generation is [1] 

e = e,„ log/Vlogco + qsm (1 - r2 + C[ log/-)/4 

+ G[(C, + r 2 ) ( l + C , logr) - r 2 (C, +r2/4)]/4 

- 3 G [ l + C , ( l + co2)log/-]/16 (4) 

where 

G = cReLPr (5) 

C, = - (1 - co2)/logco (6) 

c = Ck/q (7) 

where C is the dimensional temperature gradient along the 
pipe wall. 

Heat Fluxes Through the Walls 

The element of heat flux dU measured in the positive 
direction r, through an elemental area r = constant cylin
drical surface, is given as 

dU= -Lqrdrde/dr (8) 

with 

e=(Ek)/(Lq) (9) 

The heat gain rates U, and U„, per unit length of the inner and 
outer pipes, are expressed, respectively, as 
From inner wall: 

U,= -Lqu\ [de/dr}r=ude 

From outer wall: 

i ltl 

o 
[de/dr]r=]dd 

(10) 

(11) 

The heat gain rates are taken to be positive when heat flows 
into the fluid. 

Taking the derivative of the temperature distribution 
equation (4) with respect to r and substituting into equations 
(10) and (11), the inner and outer heat fluxes, respectively, 
become 

Lr/ = -27rL?{/JG/logco + ?gen(C1 -2to2)/4 

+ G[(C2 - OJ4)/4 - C, (3 + 7to2)/16 + co2(l + C, logoo)/2]) (12) 
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U0 = 2itLq{ (3G/\ogw + qgm(Cl - 2 ) / 4 

+ G[(l + C 2 ) /4 -C 1 (7 + 3o2)/16]) (13) 

where 

ein = /3G (15) 

which is an alternate definition for the dimensionless inner 
wall excess temperature. 

Two special values of /3 are given as follows 

(/) For insulated outer wall, Uo=0. 

0 = /3,= - Ugenlogco(C, -2 ) /4G 

+ logw[(l + C\)/A - C, (7 + 3co2)/16] j (15) 

(//) For insulated inner wall, U, = 0. 

0 = Po = - I ?genlogco(C, - 2co2)/4G + logco[(C2 - OJ4)/4 

-C|(3+7oj 2) /16 + co2(l + C,logco)/2]) (16) 

The difference of equations (15) and (16) can be written as 

(3; - ft, = <7ge„logu(l - o2)/2G - logu[(l + o>4)/4 

-C 1 ( l - co 2 ) /4 -co 2 ( l + C,logco)/2] (17) 

Let the ratio of the heat gain rate from the outer wall to that 
from both walls per unit length of pipe be denoted by X. Then 

X = (/3-/3,)/(/30-/3 /) (18) 

which depends only on the dimensionless inner wall tem
perature. The value of X for the special case of equal wall 
temperatures can be defined in terms of the inner wall tem
perature Tt and the outer wall temperature T0 and 

E,„=[T,-T0) at 0 = 0 (19) 

Therefore, the value of X from equation (18) becomes 

K=Pi/Wi-Po) (20) 
where P, and /3D are defined by equations (15) and (16). 

Introducing the ratio /x= X/X0, an alternative dimensionless 
inner wall excess temperature /3 can also be expressed as 

/ 3= - ( l - M ) j ? g e n l ogco (C 1 -2 ) /4G 

+ logw[(l + C])/A - C, (7 + 3co2)/16]) (21) 

After substituting the foregoing equation into equations (12) 
and (13), the inner and outer heat fluxes are reduced to 

U-, = -2*Lq{<7gen(l - co2)/2 + G[Ct(1 - co2)/4 

- (1 + co4)/4 + co2(l + C, log«)/2] + ixG\qgm(Cx 

- 2 ) / 4 G + (l + C 2 ) / 4 -C , (7 + 3co2)/16]) (22) 

U0=2vLqii{qtea{Cl-2)/A + G[(\ + C\)/A 

- C , ( 7 + 3co2)/16]l (23) 

For the special cases considered, the values of X, /3, and fi 
are 

(/) For insulated outer wall 

Uo=0, X = 0, (3 = /3,-, /* = 0 

(/'/) For equal wall temperatures 

T0 = T„ X = X0, (3 = 0, M = l 

For insulated inner wall 

Ui=0, X=1, 0 = 0o, M = ,z0 = l/X0 

Heat Transfer 

From an energy balance, the mixed mean or bulk tem
perature Tm at any section Z is defined by 

Tm=(p/Q)\sWTdS (24) 

A mixed mean excess temperature Em can be defined as 

E„, = (T,„ - T0) = {P/Q)\s WEdS (25) 

E„,=qLJ/(kI00) (26) 

where the values of / and I00 are given in the Appendix. 
The mean convective heat transfer coefficients, h0 and hh 

for the outer and inner walls, respectively, may be defined as 

U0 = (T0-Tm)P0h0 (27) 

U^W-T^Pfi, (28) 

where 

P0=2irL (29) 

Pi = 2iro>L (30) 

The average Nusselt numbers for the outer and inner walls 
based on the hydraulic diameter of the pipe are given as 

Nu0 =haD/ k (31) 

Nu^hjD/k (32) 

where D is the hydraulic diameter and is given by 

D = AS/(P0+P,)=2L(l-u>) (33) 

Nomenclature 

A00 = function defined by equation (A6) 
B00 = function defined by equation (A7) 
C,c = dimensional and dimensionless tem

perature gradient along the pipe, defined 
by equation (7) 

Cj = function defined by equation (6) 
D = hydraulic diameter defined by equation 

(33) 
(DE)a,(DE)l = functions defined by equations (36) and 

(38), respectively 
E,e = dimensional and dimensionless excess 

temperature, defined by equation (9) 
Ein,ein = dimensional and dimensionless excess 

temperature of the inner pipe, defined by 
equations (19) and (14), respectively 

E,„ = mixed mean excess temperature K, 
defined by equation (25) 

G = dimensionless function defined by 
equation (5), c ReLPr 

h0,hj = outer and inner convective heat transfer 
coefficients given by equations (27) and 
(28), W / ( m 2 - K ) 

I00 = function defined by equation (A5) 
J = function defined by equation (Al) 

Ja,J2,JA = functions defined by equations (A2), 
(A3), and (A4) 

k = thermal conductivity, W / ( m - K ) 
L = characteristic length, [m] 

Nu0,Nu ; = Nusselt numbers on the outer and inner 
walls, hD/k 

Nu„,/Nu„0 = ratio of Nusselt numbers with and 
without heat generation 

p = dimensionless pressure defined by 
equation (3) 

Pe = Peclet number, ReLPr 
Pr = Prandtl number, v /a 

P0,Pj = circumferences of the outer and inner 
peripheries given by equations (29) and 
(30) 
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where S is given by 

S=7rL2(l-u)2) (34) 

Upon substitution of equations (27), (28), and (29) into 
equations (31) and (32), the inner and outer Nusselt numbers 
are found to be very complex and require a lot of tedious 
algebra. After this algebra is performed, the Nusselt numbers 
become 

Nu,= (DE)u[j^r]G[qtfa(l-a
2)/2G 

+ [C, (1 - o)2)/4 - (1 + u>4)/4 + a)2(l+ C, logw)/2] 

+ Mtagen(Ci - 2)/4G + (1 + C2)/4 - C, (7 + 3co2)/16]) 

where 

DE„ = 2(\-w)/a> 

and 

(35) 

(36) 

Nu0 = (DE), - J ^G[9gCT(2 - C,)/4G 

where 

+ C,(7 + 3co2)/16-(l + C2)/4] 

DE, 

(37) 

(38) = 2(l-co) 
The values of the Nusselt numbers given by equations (35) 

and (37) are compared with those obtained in [1] and given 
graphically in Fig. 1 as the ratio of Nusselt number with heat 
generation to that without heat generation. 

Conclusions 

Convective heat transfer in the annulus of two concentric 
pipes with heat generation is analyzed, and the results are 
presented graphically that compare the average Nusselt 
number with heat generation to that without heat generation 
[1]. This ratio is plotted versus the dimensionless radius ratio, 
the core size co. Due to the length of the paper, the tabulated 
values are not presented but may be obtained from the 
authors. It is seen in Fig. 1 that the heat generation does affect 
the Nusselt number considerably, particularly in the case of 
equal wall temperatures of the two pipes. 

The graphical results are only for one value of the heat 
generation density, which is characteristic of nuclear 
phenomenon. This nondimensional value is 71.9 x 10~2 and 
was calculated using data given in [4]. It is indeed easy to 
evaluate equations (35) and (37) numerically for any other 

CORE SIZE, w 

Fig. 1 Ratio of Nusselt number with heat generation to that without 
heat generation 

heat generation density. The intent in Fig. 1 is to show the 
effect of heat generation of the fluid in the annulus on heat 
transfer. 

References 

1 Topakoglu, H. C, and Arnas, O. A., "Convective Heat Transfer for 
Steady Laminar Flow Between Two Confocal Elliptic Pipes With Longitudinal 
Uniform Wall Temperature Gradient," International Journal of Heat and Mass 
Transfer, Vol. 17, 1974, pp. 1487-1498. 

2 Topakoglu, H. C , "Steady Laminar Flows of an Incompressible Viscous 
Fluid in Curved Pipes," J. Math. Mech., Vol. 16, 1967, pp. 1321-1338. 

3 Ebadian, M. A., "Convective Heat Transfer for Steady Laminar Flow Be
tween Two Confocal Elliptic Pipes with Uniform Longitudinal Wall 
Temperature Gradient and Heat Generation," Ph.D. dissertation, Mechanical 
Engineering Department, Louisiana State University, Baton Rouge, Dec. 1981. 

4 Duderstadt, J. J., and Hamilton, L. J., Nuclear Reactor Analysis, Wiley 
(1st ed.), 1976, Appendix H, pp. 634-635. 

A P P E N D I X 

J=(J0+qge„J2 + GJ4) (Al) 

where 

r. 
logco L 16 16 

+ — co4 - - co2 
1 
-a)4logw-

1 1 

4 logo 

Nomenclature (cont.) 

q = characteristic heat flux defined in 
equation (8) 

Q = mass flow rate through the annulus, 
kg/s . 

gen = dimensional and dimensionless heat 
generation densities, defined by Qgen = 
(q/L)qgen 

r = dimensionless radial coordinate of the 
annulus, varying between r = u, the inner 
pipe, and r = 1, the outer pipe 
Reynolds number WL/v 
ratio of the Nusselt number with heat 
generation to that without heat 
generation, for the inner pipe, Fig. 1 
ratio of the Nusselt number with heat 
generation to that without heat 
generation, for the outer pipe, Fig. 1 

S,dS = full and elemental cross-sectional areas 
of pipe, m2 

T = temperature, equals CZ+E(x,y) 

ReL 

RI 

RO = 

T0, Tj = outer and inner wall temperatures, K 
T„, = mixed mean temperature, given by 

equation (24), K 
U0,Uj = dimensionless heat fluxes from outer 

and inner walls defined by equations (11) 
and (10), respectively 

W,w = dimensional and dimensionless velocity, 
defined by equation (2) 
dimensionless longitudinal coordinate 
thermal diffusivity, m 2 /s 

ft/3,,(30 = functions defined by equations (14), 
(15), and (16) 

X,X0 = functions defined by equations (18) and 
(20) 
ratio of X/X0 

kinematic viscosity, [m2/s] 
density 
core size or dimensionless inner radius of 
the annulus defined as the ratio of the 
inner radius to the outer radius 

z 
a 

A * 
v 
P 
0) 
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+ 
1 o>2 l a . 4 

2 logo) 4 logi 
— I (A2) +^CW\otfo>-^Cl+±-CW\o%u+^-CW 
ogcoJ 32 128 16 128 

- ( i - ^ ) - - ( i - t t * l ) + i ( l _ c o 6 ) _ C ] C 0 2 l o 

o 

•3 ^ ATI % 

— a>2 + -^ C, co2logco- — C, co2 + — C2co2log2a> 
4 LZ z o 32 16 256 32 

+ - C, ca2 + ^ C, co4logco- - C, co4 + - C\ - - C\co2log2co - — C2a>2logco + - C V - - C}co2log2co+ — C\ 
2 2 8 4 2 32 o o lo 

+ ^C 2 co 2 l oga , - ^C 2 co 2 - ^C 1 ] (A3) + ic?u 2 logc ,>-— C?w2 

11 7 4 5 H 7 „ 5 . 5 ^ ,, 233 
co4 + — c o 6 - — C,co4logw+ —— C, 

384 64 96 64 2304 

+ C > 4 co8+ C,a.6logai- — - C | U 6 

236 128 192 2304 

7OD — s\00 + o 0 0 C j 

^ l 0 0 =( l -co 4 ) /4 

B 0 0 = - ( l - c o 2 ) / 4 

(A4) 

(A5) 

(A6) 

(A7) 
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Analysis of Buoyancy Effect on 
Fully Developed Laminar Heat 
Transfer in a Rotating Tube 
Laminar heat transfer is analyzed in a tube rotating about an axis perpendicular to 
the tube axis. The solution applies for flow that is either radially outward from the 
axis of rotation, or radially inward toward the axis of rotation. The conditions are 
fully developed, and there is uniform heat addition at the tube wall. The analysis is 
performed by expanding velocities and temperature in power series using the Taylor 
number as a perturbation parameter. Coriolis and buoyancy forces caused by tube 
rotation are included, and the solution is calculated through second-order terms. 
The secondary flow induced by the Coriolis terms always tends to increase the heat 
transfer coefficient; this effect can dominate for small wall heating. For radial 
inflow, buoyancy also tends to improve heat transfer. For radial outflow, however, 
buoyancy tends to reduce heat transfer; for large wall heating this effect can 
dominate, and there is a net reduction in heat transfer coefficient. 

Introduction 
The cooling of rotating devices requires that the heat 

transfer be understood for flow in rotating channels. For 
channels that are parallel or perpendicular to the axis of 
rotation, the flow and heat transfer have been extensively 
reviewed and discussed in the book by W. D. Morris [1]. The 
paper by Morris and Ayhan [2] specifically addresses the 
interaction of both Coriolis and rotationally induced 
buoyancy effects in influencing the heat transfer for a channel 
rotating about an axis perpendicular to the channel axis (see 
Fig. 1). The Coriolis acceleration induces a secondary flow, 
and the resulting increased movement in the fluid region near 
the wall tends to increase the heat transfer coefficient. 
Buoyancy, however, can have an opposite effect, as shown 
experimentally for radial outflow in [2]. For radially outward 
flow from the rotational axis in a heated tube in perpendicular 
rotation, the higher temperature region near the wall will 
create a buoyancy force acting toward the axis of rotation in 
opposition to the axial pumping pressure. This can reduce the 
axial velocity near the wall and decrease the heat transfer 
coefficient. Depending on the magnitudes of the Coriolis and 
buoyancy effects a net increase or decrease in the heat transfer 
coefficient will occur relative to that for nonrotating tube 
flow. The Coriolis and buoyancy forces provide a complex 
interaction that is not well understood. For radial inflow 
toward the axis of rotation, experimental results in [1] in
dicate that the heat transfer will be enhanced by buoyancy 
effects. 

Although some experimental investigations of the com
bined Coriolis and buoyancy effects have been performed, 
there is a lack of analytical development. The present paper 
will analyze the heat transfer for low Reynolds number (a 
limitation that arises from the use of a perturbation analysis) 
laminar flow in a tube with uniform heating at the tube wall. 
The tube is rotating about an axis perpendicular to the tube 
axis, and the flow is either radially outward from the axis of 
rotation, or radially inward. The secondary flow in a tube 
without heat transfer, for perpendicular rotation about an 
axis, was analyzed by Barua [3] by using a perturbation about 
Poiseuille flow. The series expansions were in terms of the 
Taylor number. The velocity distributions in [3] were used in 
[4] in the energy equation to analyze the heat transfer; hence 

that analysis did not include buoyancy effects. The authors 
chose to base the Nusselt number on the average fluid tem
perature rather than on the usual mixed mean fluid tem
perature. 

The present analysis employs the momentum, continuity, 
and energy equations in a coupled solution to examine the 
buoyancy effect. The solution is obtained using series ex
pansions in terms of the Taylor number, so that for zero wall 
heating the velocity distributions reduce to those in [3]. When 
buoyancy is reduced to zero, the present solution does not 
reduce to that in [4] because the mixed mean temperature is 
used here to compute the temperature difference between wall 
and fluid. Hence, for zero rotation the Nusselt number 
reduces to the usual value, 48/11, for laminar flow with 
uniform wall heat addition [5]. To be able to deal with 
buoyancy terms, the series expansion method is carried out in 
a different manner than in [4]. 

Analysis 

The rotating tube geometry is shown in Fig. 1. A tube of 
radius a is rotating with angular velocity Q about an axis 
perpendicular to the tube axis. The tube is being uniformly 
heated at the wall with a heat flux q„, and the velocity 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 21, 
1984. 

Fig. 1 Geometry for flow through a heated tube rotating about a 
perpendicular axis 
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components in the r, 8, z directions are u, v, w. The 
momentum equation including the buoyancy force is given in 
[2]. The buoyancy term is expressed in terms of the coefficient 
of volume expansion as is commonly done in free-convection 
analyses (Boussinesq approximation). Then a constant 
reference density can be used throughout the analysis, and the 
equations are incompressible. Without tube rotation the heat 
transfer solution is given in [5]. The temperature difference 
used to express density variations in the buoyancy term is T -
Tb where Tb is the mixed mean fluid temperature at axial 
location z. Then the equations of continuity, momentum, and 
energy are the following, in terms of a coordinate system 
attached to the tube 

V«u = 0 

Du 1 
— 1- 2u> x u = Vp' 

DT p0 

Q2 „ 
— P(T-Tb)V(r2sm26 + z2)+ — V2u 
2 p0 

DT 

~~bT PoCp 
V2T 

(1) 

(2) 

(3) 

The z-coordinate is measured from the axis of rotation, and 
p' (r, 6, z) is the difference between the pressure when there is 
flow in the rotating tube, and the hydrostatic pressure that 
exists when the tube is rotating, but there is no flow. 

The conditions are now assumed to be fully developed, and 
the tube is assumed to be at a large enough distance from the 
axis of rotation so that an average value of z = z can be used 
in the buoyancy term. For fully developed flow there are no 

variations in the shapes of velocity or temperature profiles 
with the z-direction, andp ' must have the form, p' = bxz + 
f(r, 6). For uniform heating at the tube wall, the entire fully 
developed temperature distribution must rise linearly with z 
and hence d2T/dz2 = 0. Applying these conditions, equations 
(1) to (3) become 

d , , dv 
* < " 0 + 1 S - = 0 (4) 

du 

dr 

du 

r 
- 2flwsin0 

J_ df_ 
Po dr 

0„ \ 
V2W 

Q2P(T- Tb)rsin2d 

) 
u dv 

He 
(5a) 

dv_ 

~a7 
—— + 2Qwcos0 
do r 

1 

Po dd 
- Q2/3(T- Tb)rsindcos6 

dw 

p0 \ r2 r2 dd ) 

dw b\ 
+ 2fl(«sin0 + vcosd) = 

dd p0 

-nzP(T-Tb)z+ — V2w 
Po 

Ob) 

(5c) 

N o m e n c l a t u r e 

a = radius of tube 
bx = axial p ressure 

gradient in tube; bx 

- bxa
3/pv2 

b2 = axial temperature 
gradient in tube; b2 

= apb2 

C4 = constant in zeroth-
order temperature 
distribution 

C6 = constant in second-
order temperature 
distribution 

cp = specific heat of 
fluid at constant 
pressure 

f(r,9) = f u n c t i o n in 
pressure distribu
tion 

G(R) = function in second-
order temperature 
distribution 

h = h e a t t r a n s f e r 
coefficient in tube 

j = Taylor number, 
2Qa2/v 

k = t h e r m a l con 
ductivity of fluid 

Nu = Nusselt number, 
hla/k\ Nup, value 
for Poiseuille flow 

Pr = Prandtl number, 
cpji/k 

p' = difference between 
local pressure and 

hydrostatic pres
sure 

qw = wall heat flux; qw 

= qwaP/k 
r = radial coordinate; 

R = r/a 
Re = Reynolds number, 

Wla/v 
T = a b s o l u t e t e m 

perature; T' = T 
- Tb; 7" = Q(T-
Tb) 

= functions in series 
expansion of 7" 

= mixed mean fluid 
temperature 

= fluid temperature 
at tube entrance 

= tube wall tem
perature 

^Vavg = w a U temperature 
averaged over 0 
from 0 to 2 T 

u = f l u id v e l o c i t y 
vector 

u,v,w = v e l o c i t y c o m 
ponents in radial, 
tangential, and 
axial directions 

W = the quantity wa/v; 
W = wa/v 

w = integrated mean 
value of axial fluid 
velocity 

wp = axial velocity for 
Poiseuille flow 

T0,TltT2 

Tb 

Te 

Tw 

WQ,WUW2 = 

z = 

z = 

vz = 
V4 = 

Greek Symbols 

functions in series 
expansion of W 
dimensionless axial 
coordinate, z/a; Z 
= z/a 
axial coordinate; z, 
an average value of 
z; ze, distance from 
axis of rotation to 
tube entrance 
Laplacian opera
tor; V2 = a2 V2 

biharmonic opera
tor; V4 = a4 V4 

/* = 
v = 

Po = 

T 

* 1 , * 2 

thermal diffusivity 
of fluid, k/p0Cp 
c o e f f i c i e n t of 
volume expansion 
angular coordinate 
(see Fig. 1) 
fluid viscosity 
fluid kinematic 
viscosity, /*/p0 

reference density in 
fluid 
time 
stream function; ^ 
= i/v 
functions in series 
expansion of ¥ 
angular velocity 
vector 
angular velocity of 
tube rotation 
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dT v dT dT 
W — 1 TT- + W dr r 30 dz p0c; 

v2r (6) -

where 
V2 = d2/dr2 + (l/r)(d/dr) + (l/r2)(d2/dd2) 

A stream function \p is now defined so that - d\p/dd = ru 
and d\j//dr = v; this satisfies the continuity equation. The \j/ is 
substituted in (5) to eliminate u and v. Then (5a) is dif
ferentiated with respect to 0, and (56) is multiplied by r and 
differentiated with respect to r; the resulting two equations 
are subtracted to eliminate / . Equations (5) are thus reduced 
to an equation for ip and one for w 

- 2o (< rcos0-
dw 

17" -sin0-
30~ ) \ dr dd dd dr) 

/3n2 rsind ( s in0—- rcosfl —- + vr V4 \p 
\ 30 dr / 

(7) 

where 

V4 = 

20 

2 a3
 I a2 

I d 34 

r dr3 r2 dr2 r} dr 

33 4 d2 

dd2dr2 

34 

r3 drdd2 r4 302 r4 dd4 

_3j£ 

~dd 
sin0 + r 

d^ 

17 COS0 M(- dj, 

~d~e dr 
di 
17 

d ^ 

— - -/3U2ZT' + PV2W 
Po 

where T' = T - Tb 

For fully developed conditions the shape of the temperature 
distribution across the tube does not vary with location z, and 
with uniform heat flux dT/dz = b2 (a constant). The mass 
flow will be maintained at a fixed value throughout the 
analysis by suitably adjusting the pressure gradient. Then for 
the rotating tube, b2 will be the same as for flow in a 
nonrotating tube, and from an overall heat balance 

b 2 = ^ ~ (9) 
wap0cp 

For fully developed conditions, and since the mass flow is 
being kept constant, the mixed mean temperature obeys, 
dTb/dz = b2. Then by integration (since Tb = Te a tz = ze) 

2g„(z-ze) Th = T„ + 
wap0cp 

The energy equation (6) can be written in terms of T' = T 
- Tb, since dT/dr = dT'/dr, dT/dd = dT'/dd, and dT/dz = 
dTb/dz = b2. Then equation (6) becomes 

1 dj, dT' 1 di dT' 

~ ~r ~dT 1 7 ~7 1 7 ~30~ 
+ b2W = aV2T' (ID 

Equations (7), (8), and (11) are now put into dimensionless 
form by using the definitions in the Nomenclature to obtain 

- J[ Rcosd -
dW 

- sin0 -
dW 

W M a* a 
30 

a* a 
d~R v2* 

J2 ( dT' 
= -Rs,nd(snd-

-Rcosd 
.dT' 

~d~R 
) + i ? V 4 * (12) 

i(- 3 * 3 * 
-smd + R „„ cos0 dd dR M(- a * 

~i«r 
a 

dR 

a* a \ 
+ lmTe)w 

= -bl-J
2-~f' + V2W (13) 

i a* dr i 3 * j r . i - , -
+ -ir-^r -^r +*2^= — v 2 r 

R dR dd Pr 
(14) 

J? 30 3i? 

To solve these equations, the three unknowns * , W, and 7" 
are each expanded in a series in powers of J 

* = JVi(R,6) + J2*2(R,0) + . . . (15) 

W=W0(R) + JW^R,6) + J2W2(R,6)+ . . . (16) 

f' = f0(R) + JtY(R,d) + J2 T2(R,d) + . . . (17) 

Since for / = 0 the flow must reduce to Poiseuille flow, the 
*o = 0 and W0 and T0 must be functions only of R. 
Equations (15) to (17) are substituted into (12) to (14) and 
terms in the same power of J are collected. This yields to 
second order 

J° terms. 

J1 terms: 

(8) J2 terms. 

-Rcosd 

0 = -bi + V2W0(.R) 

biWo = ^ V 2 f 0 

dW0 
-Rcosd—-=7?V4*i 

dR ' 

1 3 * , dW0 - , 1 °=v 2 W, 
R 30 dR ' 

R 30 dR Pr 

dWl . dW{ 3 * , 3 - , T , 
1 sin0 + f v 2 ^ , l 

3i? 30 3J? 30^ , ; 

(18B) 

(186) 

(19«) 

(196) 

(19c) 

3 * , 3 

l 0 ~ dR 
( V 2 * , ) 

• M o 

dR 
- — s i n 0 c o s 0 ^ + i ? V 4 ^ 2 

1 d*i a*, „ 1 3*i dWx 

lfl8smd+^R-cose-ir^e~dR 

(20a) 

1 3*2 dW0 

R 

i a*, dw, i 

(10) -

/? dR dd 

i 3* 2 af0 

4 ' 0 ' 

30 3i? 

(206) 

R dd dR R dd dR 

1 

1 3 * , 3f, 

~R ~d~R ~d~6 

+ b2W2=~V2T2 

The solution of (18a) is the Poiseuille velocity profile 

W0=-^(l-R2) 

(20c) 

(21a) 

This satisfies the boundary condition of zero velocity at the 
wall, W,o = 0 at R = 1. The integrated mean value of W0 is 

• 2 J T (• 1 

(216) 
1 (• 2JT (• 1 £ 

W0= - \ W0RdRd6= - — 
?rJo Jo 8 

( 
3 , i?4 

4 4 
+ C„ (21c) 

Equation (21a) is inserted into (186) and the solution for T0 is 

^°"^e"T 
where 62 = 4^^/RePr has been used (from equation (9)). The 
boundary conditions for the f terms will be treated a little 
later. For this purpose note that df0/dR\R = 1 = -b~xd„/ 
4Re. 

Equation (21a) is substituted into (19a) and the solution for 
* , is 
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*! = - ^«(i-«2)2cose (22a) 

This satisfies the conditions that d^^dR = d*,/d0 = 0 at/? 
= 1, so that the velocities U and Kwill be zero at the wall. 
Then W0 and ,ir

1 are substituted into (19ft), and the solution 
for Wx is 

Wl = 7 6 8 ^ 8 RV-R2KR4-3R2+VS™8 0.2b) 

This satisfies the boundary condition that Wx = 0 at R = 1. 
The integrated mean value of Wx is 

^ , = — \ W [ WlRdRdd = 0 (22c) 

The T0, ty, and Ws are next inserted into (19c) and the 
solution for ft is 

T,= 
Re 768 KT 

\ R9 

+ Pr) 
/ 160 

- ( l + 5Pr) 
48 

T + P r )¥ - (T + 4 3 P r )4^H <22rf) 

It is noted for future use that dTl/dRlR = l = 0 (this was 
obtained by using the proper coefficient multiplying the R 
term). 

The second order terms are now calculated. The t0, ^ , , 
and Wx are substituted into (20a) and the solution for ^i2 is 

* , = -R2 

128 x 1920 L6 x 48 
;(ll-36R2+20R'l-Rs) 

: (8-17/?2 + 10/?4-/?6)lsi sin20 (23a) 
_ 4 | „ 

Re 

This satisfies d¥2/dR = d¥2 /30 = 0 ati? = 1 so that [/and 
V will be zero at the wall. Similarly equation (20ft) is solved 
for W2 to yield 

W,= 
768 

[ — (1 - 3R2 + 3R4 - R6) - ( — R2 

L 6 V 24 

> 

[( 

i 
R4 

R6 

+ — )cos20 

+ lc4(R
2-l) + 

lo 7682 X 48 

37 

120 

— R2+3R4 

2 
^R*+^R* 
6 8 

i?1 Rn \ 1 / 

^2") + y( 
923 

tf2 

5 " 12 / 5 V 840 

- — Ri+—R^-—R A cos2d\ 
2 12 35 / J 

b^i^V ( 19 3 R* R6\ , ft, 

17 „ 23 „ , 

^ 4 + T^ 

256 64 x 15 

( 1 
\2A 

2 17 
24 3 32 

R* Ri0 

~6 + ~~96~ 
)cos20J (23 ft) 

The integrated average value of W2 is 

w'-i 1 Z Q 

,768 X 3 4ft, 

11 

768 x 2 

7682 x 112 

ft2Prz) (23c) 

Substituting the previously obtained quantities into (20c), the 
solution for f2 can be found as 

4 f t l f ^ f t i F ^ r _ _ U 8 1 + 4 V ) - 2 

-Qw 
Re I 7682 X 4 •[ 

( • 

^ ( 5 + 4 3 P r | 
240 \ 6 

1 
+ — 

16 73 „ 
— + — P r 
3 4 

+ 3Pr 

6 

36 

10 

1 

768 x 24 

\R4 1 /323 n„„\R 
I ( +213Pr -

/ 16 80 V 6 / 3( 

\ Rs 1 / 1 0 3 \R 
•) ( + 9 3 P r ) -
/ 64 48 V 6 / 100 

/ 1 \ Rn 7 / 1 \ RH~\ 

V 4 3 16 / 

13 

~20 196 J 

4 

Z 
•c. 

ft? 
7682 x 192 

64ft, 

U20 

40 

(*-T) 

7?4 + 

/{12 

~60~ 

3 
19 

"96" 
#8 

QWZ 

1024Re 
( —R2 R4 + — 

V 9 4 9 

+ G(# )cos26>] + > 

R* \ 

' 144/ 

(24) 

The G(R) is not needed in what follows but it satisfies the 
condition dG/dR I R =, = 0 . For later use note that from (24) 

dT2 

JR R = l 
= 4q *» ( l -ZC< 

Re V768 x 48 64ft, 

ft? 11 qwZ 
7682 x 16 x 112 768 x 8 Re 

In connection with equation (9) and the use of the variable 
T', the mass flow is kept the same for both the rotating and 
nonrotating cases. To fulfill this condition, it is first noted 
that since W = wa/v, for nonrotating flow W = wa/v = 
Re/2. The W'is now set equal to W0 + JWX + J2 W2 to yield 
a condition that ft, must satisfy 

Re 

~2~ 
[>-,( 1 

768 x 3 

11 

ZC4 b\ 

4ft, 7682 X 112 

768 X 2 
ft,PrZ )] (25) 

This is a preliminary form since the C4 has not yet been 
obtained. 

To obtain C4 and C6 , the thermal boundary conditions and 
an overall heat balance will be examined. The T(R, 6) can be 
found from equation (17) since 7" = j3(r - Tb) and Tb is in 
equation (10). Then using qw = kdT/dr\r=a gives in 
dimensionless form 

. _ dT0(R) I TdT,(R,d) I 
<7w~ ™ K=i+J dR U-i 

+j2df2(R,e) 
dR U = i ' " dR U = i " dR 

Substituting the previously obtained temperature derivatives 
gives 

<7» 
b\qw 1 ZC, 

4Re 

+ 
7682 

Ul Re 

b\ 
x 16 x 

V768 

112 

x 48 

11 

768 x 

64ft, 

QwZ 

8 Re 
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Noting that 62 = 4.7,,,/RePr it is found that this equation is 
the same as equation (25); hence the wall heat flux boundary 
condition is satisfied. Next consider an overall heat balance 
on the heated tube. This yields for the length of the tube from 
the entrance at ze to the location z in the tube, 

qw2-Kai.z-ze) = p0cp^^o [T{r,8,z)-Te]w{r,8)rdrdd 

Eliminate Te by use of equation (10) and put the result in 
dimensionless form to yield 

[ * [ T'WRdRdB = Q (26) 

Insert the power series expansions for 7" and W and collect 
terms in 7°, / ' , and J2. The J1 terms integrate the zero, and 
the f and J2 terms yield expressions for C4 and C6. From the 
J° terms 

1
2ir (• 1 

0 i o ^ T0RdRdd = 0 

Insert W0 and 70 from (21a) and (21c), and integrate. This 
yields 

C4 = 
11 

~96~ 

The terms in J2 yield from (26) 

tf» 4Re 
(27) 

I iit f I 

o ) o < f » 
W2 + fxWx+ f2 W0)RdRdd = 0 

This integration requires considerable algebra, as did some of 
the previous portions of the solution. After elimination of C4 

(using equation (27)), and 62 (using 62 = 4^„,/RePr) there is 
obtained 

11 6 £* r_ii 
Re L 360 

i ,^L^}_ JM_ 
768 768 180 4Re 

(h_\ 111 
525 V768 ) ( 

16 4591 2944 
+ Pr + 

21 2319 773 
P r0] (28) 

Similarly by eliminating C4 and b~2, the final relation for 
equation (25), to obtain b~x in terms of the parameters Re and 
J, is 

-4Re=6, 1 
L 768 V 

1 

rs)] (29) 
3 768 x 1 

The heat transfer quantity of interest is the Nusselt number 

hla qw 2a _ 2q„ 

avg ~Tj, K P(TW 

Nu = 
•T„) 

The denominator, |3(7,vavg - Tb), is equal to 7 ' evaluated at 
R = 1 and averaged over all 6 from 0 to 27r. The 0 averaged 
components of 7" at the wall are 

T0(R = l):xvg-CA 

/7,OR = l ) a v g =0 

J2f2(R = l)mg=J2[qw^[ 
7682 X 320 

( 
4591 1123 

240 x 63 20 x 63 
-Pr + 

50 

7682 x 3 

9C4Z 
rr~ + • 

6? 3029 qwZ 211 ]*c.) 
7686, ' 7682 X 482 1960 768 Re 192 

These quantities are inserted into the Nusselt number, the C4 

and C6 are eliminated using equations (27) and (28), and the 
result is rearranged into a convenient form. Then it is divided 
by the Nusselt number for Poiseuille flow in a nonrotating 

tube with uniform wall heating, Nup 

final relation 
48/11. This yields the 

Nu 

Nu„ l 4R 

77 

"90 

4Re 

Zq, 

24 

17 
J2 

r 9 6, 

Re L160 768 

768 4Re 

\ 7 6 8 / V 

2957 

3150 

516 . 
+ Pr-

175 )]] (30) 

Some results will now be presented and discussed for the 
velocity profiles in the tube, and for Nu/Nup as a function of 
tube rotation and wall heating for both radial outflow and 
inflow. For radial inflow toward the axis of rotation, the 
mean axial velocity is in the negative ^-direction. An 
examination of the analysis shows that for radial inflow it is 
only required to use - Re instead of Re in the final formulas 
for velocity and Nusselt number. When using the analytical 
relations, the J must be sufficiently small so that the J and J2 

terms are small relative to the zeroth order terms. 

Results and Discussion 

The series expansion method used here is a perturbation 
about Poiseuille flow in a nonrotating tube. Since the ex
pansion is in powers of J, and J obviously cannot be too large; 
how large can be determined by examining the individual 
terms in the solution. Since the numerical coefficients in the 
series decrease rapidly (for example, compare 1/384 to 1/(128 
x 1920) in equations (22a) and (23a)), the /does not need to 
be less than unity. As pointed out by Barua [3], the Reynolds 
number must also be kept small so that the secondary flows 
do not become too large for the perturbation solution about 
Poiseuille flow to be adequate. Hence the results here are for 
low Reynolds number laminar flow. 

Axial velocity distributions are shown in Figs. 2 and 3 in the 
plane of rotation that contains the leading (d = 3TT/2) and 
trailing (6 = TT/2) edges of the tube, and in the plane per
pendicular to the plane of rotation, 8 = 0, ir. The parameters 
for the curves are given on each figure. The profiles were 
calculated using equation (16) with the W0, Wu and W2 from 
equations (21a), (226), and (236). The C4 is in equation (27), 
and bx is found from equation (29). For Poiseuille flow 6, = 
- 4Re, and W = WU(R) = Re (1 -R2) (which is the same as 
w/w = 2 [1 - (r/a)2]). The profiles have all been normalized 
relative to the Poiseuille value at the center of the tube. The 
normalized Poiseuille profile (J = 0) is shown in each figure 
as a curve of short dashes. 

Figure 2 shows the effect of tube rotation ( / = 15) when 
there is no wall heat transfer and hence there are no buoyancy 
effects. The velocity distribution is altered by the secondary 
flows induced by the Coriolis forces. These curves are for 
radial outflow; radial inflow gives the same results but the 
Coriolis forces are reversed, and hence the asymmetric curves 
at 6 = 7r/2 and 37r/2 are interchanged. The reversal of the 
asymmetry is illustrated by comparing the curves for radial 
outflow with those for radial inflow in Figs. 3(a) and 3(6). 
The volume flow in Fig. 2 is the same for the / = 0 and / = 
15 cases; this might not be evident from the few curves shown, 
since the integration for volume flow includes all 6 values. The 
secondary flow due to rotation tends to increase the velocity 
near the wall thereby increasing the Nusselt number as will be 
shown later. The profile for 8 = 0 and w is symmetric about 
the centerline since the secondary flow pattern is in two 
symmetric cells separated by the plane of rotation which is at 0 
= w/2 and 37r/2. The secondary flow patterns without 
buoyancy effects are further illustrated by examples in [2] and 
[3]. 

Figure 3 shows velocity distributions that result from the 
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Fig. 2 Effect of rotation on axial velocity profile for radial outflow: Re 
= 10,J = 15 
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Fig. 3 Effect of rotation and buoyancy on axial velocity profile for 
radial outflow and inflow: qw = 0.1,z/a = 50, Re = 10 

combined effects of Coriolis and buoyancy forces, which is 
the objective of this study. Figure 3(a) is for J = 10 and Re = 
10. Since the fluid has the highest temperatures near the 
heated wall, this is the region of highest buoyancy acting in 
the negative ^-direction. For radial outflow the axial velocity 
is reduced in this region, and because total volume flow is 
preserved (fixed Reynolds number), the velocities increase in 
the central region of the tube. As will be shown in Fig. 4 for 
Pr = 0.7, the velocity decrease near the wall is accompanied 
by a reduction in heat transfer coefficient in opposition to the 
effect of the secondary velocities induced by the Coriolis 
forces. For radial inflow the highest buoyancy, which is in the 
region adjacent to the wall, is acting in the direction of flow, 
and hence velocities are increased in this region. The velocities 
are thus decreased in the central region of the tube. The 
changes in velocity distribution are reflected in an increased 
Nusselt number as will be shown in Fig. 4. 

In Fig. 3(b), the / has been increased to 15 as compared 
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Fig. 4 Effect of rotation and buoyancy on Nusselt number for uniform 
wall heating: Pr = 0.7 

with J = 10 in Fig. 3(a); this provides a substantial increase in 
buoyancy effects. The profiles are again shown for 6 = 3TT/2 
and ir/2 (the plane of the leading and trailing edges) and for 9 
= 0 and 7r (the plane perpendicular to the plane of rotation). 
For radial outflow the profiles are similar to those in Fig. 
3(a), but since the buoyancy is more substantial, there is a 
greater effect on the velocity distribution. The axial velocity is 
significantly reduced near the wall. For radial inflow the 
inward buoyancy effect substantially increases the velocity 
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near the wall to the extent that the peak velocity is no longer 
near the center of the tube. 

Now our attention is turned to the Nusselt number in the 
tube. This is shown in Fig. 4 in normalized form relative to the 
Nusselt number for Poiseuille flow. These results are 
calculated from equation (30) with Pr = 0.7. It is noted that 
in equation (30) the Zq„ appear together, and this parameter 
along with J is used in Fig. 4 to show the buoyancy effect. 
Starting with a low value of J, Fig. 4(a) gives results for / = 
5. For no heating (qw = 0) the Nusselt number is just slightly 
above the Poiseuille value as a result of the rotationally in
duced secondary flow. This effect increases with Reynolds 
number, but is too small to be evident on the figure. For small 
Re, on the order of J or less, the Nusselt number is ap
preciably modified by increases in Zqw. For Re = 10 the 
through flow is sufficiently strong that buoyancy has only a 
modest effect. As anticipated by the effects on the axial 
velocity distributions, buoyancy increases the Nusselt number 
for radial inflow and decreases it for radial outflow. 

Figure 4(b) shows similar results for Pr = 0.7 with a larger 
rotational velocity, / = 10, and for larger Reynolds numbers. 
For zero heating the Coriolis induced secondary flow in
creases the Nusselt number; an effect that increases with Re. 
For Re = 30 there is about 8 percent increase in Nu over the 
Poiseuille value. As heating is increased, Nu decreases for 
radial outflow, and can become less than Nu ,̂; the largest 
effect is for small Re where buoyancy can have a greater 
influence. For radial inflow Nu increases with a similar 
dependence on Zqw and Re. 

These effects are further illustrated in Fig. 4(c) for J = 15. 
When Re = 30, the secondary flow for q„ = 0 increases the 
heat transfer to about 30 percent over the Poiseuille value. 
For radial outflow the buoyancy effect gradually reduces the 
Nu, and for Zqw = 5 the heat transfer is only 14 percent 
above the Poiseuille value. The buoyancy effect is much more 
substantial for lower values of Reynolds number. These 
results clearly illustrate how Coriolis and buoyancy in

teractions with the through flow influence the tube heat 
transfer. Significant changes in the Nusselt number can be 
produced by buoyancy effects. The same general effects of 
buoyancy are described by the experimental results in chapter 
6 of [1]. However, since the experimental results are for 
turbulent flow, it is not possible to make quantitative com
parisons with the present laminar theory. 

Concluding Remarks 

Heat transfer in a rotating tube has been analyzed for low 
Reynolds number laminar flow with uniform heat addition at 
the tube wall, and convenient analytical expressions are given 
by equations (29) and (30). The coupled equations of 
momentum and energy were solved by a perturbation method, 
and the analysis includes the Coriolis and buoyancy terms. 
The axis of rotation is perpendicular to the tube axis, and the 
flow can be radially outward or inward. Since buoyancy is 
acting inward toward the axis of rotation, the heated region 
near the tube wall produces a buoyancy force that tends to 
provide inward axial flow in that region. This tends to 
decrease the Nusselt number for radial outflow, and increase 
it for inflow. For a fixed Reynolds number the change in 
Nusselt number is intensified by increases in the Taylor 
number. 
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Internal, Shellside Heat Transfer 
and Pressure Drop Characteristics 
for a Shell and Tube Heat 
Exchanger 
Per-tube heat transfer coefficients and per-compartment and intracompartment 
pressure drops were measured on the shell side of a shell and tube heat exchanger. 
The main focus of the work was to determine the response of these quantities to 
variations in the size of the baffle window; the Reynolds number was also varied 
parametrically. The pressure measurements showed that the fluid flow is fully 
developed downstream of the first compartment of the heat exchanger and that the 
per-compartment pressure drop is constant in the fully developed regime. Within a 
compartment, the pressure drop in the upstream half is much larger than that in the 
downstream half. The per-tube heat transfer coefficients vary substantially within a 
given compartment (on the order of a factor of two), giving rise to a nonuniform 
thermal loading of the tubes. Row-average and compartment-average heat transfer 
coefficients were also evaluated. The lowest row-average coefficients were those for 
the first and last rows in a compartment, while the highest coefficient is that for the 
row just upstream of the baffle edge. It was demonstrated that the per-tube heat 
transfer coefficients are streamwise periodic for a module consisting of two con
secutive compartments. 

Introduction 

Shell and tube heat exchangers are employed in a broad 
range of industrial applications and, in certain fields (e.g., the 
chemical process industry), they are by far the most-used 
means of heat exchange. The design of such devices involves a 
knowledge of the heat transfer and pressure drop charac
teristics, both for the fluid which flows in the tubes and the 
fluid which flows outside the tubes. The latter, the shellside 
flow, is generally more complex than the former because it is 
forced to sweep back and forth across the tubes by a suc
cession of periodically positioned baffles. 

State-of-the-art design recommendations for heat transfer 
and pressure drop coefficients for the shell side of shell and 
tube heat exchangers are set forth in the recently published 
Heat Exchanger Design Handbook [1]. The methodology 
recommended there is an updated version of that evolved by 
the multiyear, widely quoted University of Delaware project 
[2]. Another highly regarded shellside design method is that of 
Tinker [3, 4], but its inherent complexity has limited its use. 

The common focus of the various design methods is to 
predict the average shellside heat transfer coefficient and 
pressure drop for a typical compartment of the heat ex
changer (a compartment is the space bounded between suc
cessive baffle plates). With regard to experimental work, it 
has, for the most part, averaged over the entire heat ex
changer. Indeed, the heat transfer coefficients obtained from 
such experiments are actually averages over both the tubeside 
and shellside flows, and simplifying assumptions are needed 
to infer the exchanger-average, shellside coefficient. The 
typical pressure drop measurements yield overall inlet-to-exit 
shellside pressure drops (including inlet and exit losses). This 
type of heat transfer and pressure drop data do not provide a 
fully definitive test of the per-compartment predictions 
furnished by the aforementioned design methods. 

In addition to the need for definitive compartment-average 
experimental results to validate candidate design procedures, 
more localized heat transfer and pressure drop information is 
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needed to define the path toward improved performance of 
shell and tube heat exchangers. As a case in point, con
sideration of the shellside fluid flow pattern in a typical 
compartment suggests the probability of substantial 
variations of the heat transfer coefficient among the tubes 
that pass through the compartment. Correspondingly, within 
the compartment, there will be a tube to tube variation of the 
heat transfer between the shell fluid and the tube fluid. 
Furthermore, because of the repetitive nature of the flow 
pattern in successive compartments, tubes distinguished by 
low shellside coefficients in any one compartment will be 
periodically subjected to the same low coefficients in 
downstream compartments, and similarly for tubes 
distinguished by high coefficients. 

Therefore, over the length of the exchanger, the heating 
rates will differ among the various tubes which compose the 
parallel array. If there is a single-phase flow in the tubes, 
different inlet-to-exit temperature rises will be sustained in the 
various tubes. For a two-phase flow in the tubes, the different 
rates of heating will lead to differences in the vapor fraction. 
Thus, thermally speaking, the tubes are not equally loaded. 
The unequal thermal loading represents an inefficiency whose 
alleviation awaits a knowledge of the individual, per-tube heat 
transfer coefficients. 

The foregoing discussion serves to motivate the ex
perimental research that was performed here. For the ex
periments, a model heat exchanger was designed to serve as a 
research tool. It was fabricated to be totally free of leakage 
paths and, according to the criterion of [2], to have negligible 
bypass effects. The exchanger encompassed an array of 92 
tubes, and shellside heat transfer coefficients were in
dividually measured at each tube in a compartment situated in 
the fully developed regime. These compartment-related, per-
tube results, of interest in their own right, were processed to 
yield other relevant quantities: (/) the per-tube heat transfer 
coefficient for the periodic fully developed regime (equal to 
the average of the per-tube coefficients in two successive 
compartments), (ii) the row-average heat transfer coefficient, 
and \iii) the compartment-average heat transfer coefficient. 
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Axial pressure distributions were measured by arrays of 
pressure taps situated within the exchanger. There were three 
separate axial arrays of taps, with one tap of each array 
located in each compartment (making for three taps per 
compartment). These measurements enabled the deter
mination of the per-compartment pressure drop and provided 
information about the local pressure drops within the 
compartment. In addition, the axial pressure distributions 
served as a means for identifying the hydrodynamic entrance 
length in a shell and tube heat exchanger. 

The main focus of the work was the heat transfer and 
pressure drop response to changes in the size of the baffle 
opening (i.e., in the size of the window). Three different heat 
exchangers were employed during the course of the research, 
each characterized by a different baffle opening. The range of 
the investigated openings covered the common range en
countered in practice. For each heat exchanger, the Reynolds 
number was varied from 1350 to 5750. 

The measured per-tube heat transfer coefficients are 
believed to be accurate to 2-3 percent, while the accuracy of 
the per-compartment pressure drop is about 2 percent. The 
heat transfer results were actually determined by mass 
transfer measurements utilizing the naphthalene sublimation 
technique. Relative to heat transfer experiments, the 
naphthalene technique affords higher accuracy and greater 
apparatus flexibility. Relative to other mass transfer 
techniques, the naphthalene technique has a Schmidt number 
( = 2.5) that is closest to the Prandtl numbers of interest in 
heat transfer applications. Therefore, the transformation of 
the mass transfer results to heat transfer results via a Schmidt 
number (or Prandtl number) power law is more accurate than 
for the high Schmidt number (-1000) mass transfer 
techniques. 

Attention will now be turned to the literature and to prior 
studies in which per-tube measurements were made. The 
earlier work dealt with systems which deviate significantly 
from those of practice: a 16-tube array [5, 6] and a rec
tangular shell [7]. More recently, electrochemical mass 
transfer techniques (Schmidt number ~ 1000) have been used 
to accomplish the measurements (e.g., [8-10]), but only 
compartment-average (rather than per-tube) results are 
reported. 

The Experiments 

Experimental Apparatus. The description of the ex
perimental apparatus is facilitated by reference to Fig. 1, in 
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= minimum free-flow area in widest part of 
cross section, equation (8) 

= mass transfer surface area 
= free-flow area in window 
= inside diameter of shell 
= tube diameter 
= mass diffusion coefficient 
= window opening, Fig. 1 
= baffle cut, HID 
= mass transfer coefficient 
= per-compartment pressure loss coefficient 
= interbaffle spacing, Fig. 1 
= change of mass during data run 
= Nusselt number 
= Prandtl number 
= local pressure in heat exchanger 
= ambient pressure 
= per-compartment pressure drop 

TAPS 

Fig. 1 Schematic diagrams showing a longitudinal section and a 
cross section of the experimental apparatus 

which both a longitudinal section and a cross section are 
displayed, respectively in diagrams (a) and (b). In the 
longitudinal section, a representative set of compartments is 
illustrated, but the tubes have been omitted in order to 
preserve clarity. The tubes are shown in the cross-sectional 
view. To orient the cross-sectional and longitudinal views, it is 
convenient to match the trio of pressure taps designated as A, 
B, and C. Note also that although the cross-sectional view 
does not cut the baffle plates, the edges of the baffles which 
bound the test section are indicated for orientation purposes 
(dashed lines). 

As noted earlier, there are 92 tubes in the cross section. 
However, owing to symmetry, only 49 of the tube positions 
are unique, and these tubes are displayed in Fig. 1(b). The 
space to the left of the symmetry line is populated with tubes 
which are mirror images of those shown at the right of the 
symmetry line. Although Figs. 1(a) and (b) are useful in 
describing the geometry and the general constructional 
features of the apparatus, they do not convey the design 
nuances and fabrication details that facilitated the efficient 
collection of local data of high accuracy. That information, 
copiously illustrated with diagrams, is available in [11]. 

There are eleven rows of tubes in the cross section. Each 
tube location is designated by two numbers, as illustrated in 
Fig. 1(b). The first of these is the row number, which increases 
in the flow direction. The second indicates the tube position in 

Re = Reynolds number, wd/ixAmin 
SL = longitudinal pitch 
ST = transverse pitch 
Sc = Schmidt number 
Sh = per-tube Sherwood number in a com

partment 
Shrow = row-average Sherwood number in a 

compartment 
Shtube/mod = per-tube, per-module Sherwood number 

Sh = compartment-average Sherwood number 
V* = superficial velocity, w/pAmln 
w = rate of mass flow 
y, = viscosity 
v = kinematic viscosity 
p = density 

p„w = naphthalene vapor density at tube surface 
p„b = naphthalene vapor density in flow 

T = duration of data run 
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each row, with the numeral one denoting the tube nearest the 
symmetry line and with increasing numbers from left to right. 

The tubes are of diameter d and are deployed in an 
equilateral triangular pattern in which the transverse center-
to-center spacing (i.e., the pitch) is ST. The other parameters 
defining the geometry of the exchanger include the window 
opening H (which specifies the edge of the baffle), the inside 
diameter D of the shell, and the interbaffle spacing L (which 
specifies the axial length of the compartments). These 
quantities can be expressed in terms of the following 
dimension ratios 

Sr/d, d/D, LID (1) 

and the baffle cut 

K=H/D (2) 

The dimension ratios of equation (1) were fixed during the 
course of the experiments at values typical of a broad class of 
shell and tube heat exchangers, namely, ST/d = 1.5, d/D = 
0.061, and LID = 0.6 (note that the longitudinal pitch SL = 
(V3/2)ST). For the baffle cut, the selected values were 

A > 0.223, 0.302, and 0.460 (3) 

The K = 0.302 case is illustrated in Fig. 1(b) (baffle edge 
between rows 3 and 4). For the K = 0.223 case, the baffle 
edge is positioned between rows 2 and 3, while K = 0.460 
corresponds to the baffle edge situated between rows 5 and 6. 
In all cases, the baffle edge was located midway between two 
adjacent rows of tubes. The tube layout is common to all three 
cases. 

The heat exchanger was assembled as a vertical stack 
consisting of a succession of sections of the shell, each of 
length L. Each successive pair of shell sections was separated 
by a baffle plate. As illustrated in Fig. 1(a), the baffle plates 
extended slightly beyond the outer surface of the shell, 
facilitating the application of silicone rubber sealant, which 
ensured the absence of air leakage at the shell-baffle in
terfaces. The entire assembly of shell sections and baffle 
plates was precisely aligned and securely locked together with 
screws. 

The first of the three heat exchangers (K = 0.302) was 
fabricated with nine compartments. The experiments con
ducted with that exchanger revealed the remarkably rapid 
attainment of hydrodynamically developed flow, i.e., after 
only one compartment. Since the research was focused on the 
fully developed regime, the fabrication task for the second 
and third heat exchangers (K = 0.223 and 0.460) was sim
plified by the use of fewer compartments, seven rather than 
nine. 

From Fig. 1(b), it may be seen that the clearance between 
the shell and the closest shell-adjacent tube is smaller than 
half the transverse intertube spacing (i.e., smaller than 
l /2 (S r — d)). According to [2], whenever this criterion is 
fulfilled, bypass effects are negligible. It should also be noted 
that wherever a tube passed through a hole in a baffle plate, 
silicone rubber was applied to prevent leakage. 

The apparatus was operated in the suction mode, with air 
drawn from the laboratory into and through the heat ex
changer. The air exiting the exchanger was ducted to a 
flowmeter (a calibrated rotameter), a control valve, and a 
blower. The blower was situated in a service corridor adjacent 
to the laboratory, and its discharge was vented outside the 
building. This outside venting was especially advantageous 
during the mass transfer data runs because it ensured that the 
laboratory was free of naphthalene vapor. 

The inlet to the heat exchanger was an opening cut into the 
shell wall of the first compartment. The opening was confined 
to the part of the wall opposite the window of the first baffle, 
so that the entering airflow had to traverse all of the tubes of 
the first compartment before reaching the window. The area 

of the opening was approximately equal to the free-flow area 
at the widest part of the exchanger cross section. 

Mass Transfer. The shaded region labeled test section in 
Fig. 1 (a) indicates where the mass transfer measurements were 
made. It is readily apparent, however, that zone II in the test 
section is in every way identical to zone I which immediately 
precedes the test section. Therefore, in the presentation of the 
results, the mass transfer coefficients measured in II will be 
reported as belonging to zone I. 

The successful implementation of the naphthalene 
sublimation technique requires rapid access to the test section 
in order to enable measurement of the mass of the individual 
naphthalene coated tubes. The desired rapid access was ac
complished by a design that allowed the upper portion of the 
heat exchanger (i.e., all compartments above the test section) 
to be separated from the lower portion and to be lifted ver
tically upward, all in a few seconds. When the upper portion 
was in its elevated position, the test section was fully exposed. 
The upper portion was equipped with wheels which rolled in 
guideways, and the actual lifting was accomplished with the 
aid of a heavy cord passed over pulleys. When the upper and 
lower portions were in contact (as in Fig. 1(a)), they mated via 
gasket-equipped flanges which were pressed together by 
quick-acting clamps. 

All of the tubes in the test section were made removable to 
facilitate their use as mass transfer test elements. The other 
tubes of the exchanger were permanently installed. 

During the execution of a data run, mass transfer occurred 
only in the test section, and there, at only one of the tubes. 
That is, the surface of only one tube was coated with 
naphthalene, while the other tubes were metallic. In a 
sequence of data runs, the position of the mass-transfer-active 
tube was varied systematically throughout the test section. 
The practice of using a single active tube is a widely used 
approach in both heat and mass transfer research studies of 
crossflow tube banks. Since the mixing of the flow is more 
vigorous in a shell and tube heat exchanger than in a tube 
bank, the approach should have even greater merit for the 
former than for the latter. 

Each mass-transfer-active tube was a composite consisting 
of a metallic core and a naphthalene overcoating. The coating 
of a tube was accomplished in a multistep process. First, any 
residual naphthalene remaining from the preceding data run is 
removed by melting and evaporation. Then the tube is dipped 
into a bath of molten naphthalene for a sufficient number of 
times to build up a solid layer whose diameter exceeds the 
desired diameter d. The final step of the process is a 
machining of the cylindrical surface of the tube on a lathe to 
yield a finished diameter equal to d. 

Each mass transfer data run was preceded by an 
equilibration period during which the heat exchanger (and, in 
particular, the naphthalene-coated tube) attained temperature 
equality with the airflow. During this period, sublimation was 
suppressed by a Teflon sheath which jacketed the coated tube. 
The mass of the coated tube was measured immediately 
preceding and immediately after the data run proper. 
Following the conclusion of the run, a calibration procedure 
was executed to account for possible extraneous sublimation 
during the handling of the coated tube. This yielded a 
correction of about 2 percent. The mass measurements were 
made using an ultra-precision electronic balance with a 
resolution of 10"5 g. 

The temperature prevailing in the heat exchanger during a 
mass transfer data run is a necessary input to the data 
reduction procedure (the naphthalene vapor pressure is a 
function of temperature). Temperature measurements were 
made in the row of tubes immediately upstream of the test 
section. To this end, in each of two tubes in this row, a 
precalibrated thermocouple was threaded through the tube 
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bore and the leads conveyed outside the apparatus. The 
thermocouple junction was affixed to the inner wall of the 
tube by a thermally conducting, copper-based epoxy cement. 
The two thermocouples generally agreed to within the 
resolving power of the digital millivoltmeter (1 /xV). 

Pressure Drop. The locations of the pressure taps are 
shown in both the longitudinal and cross sectional views in 
Fig. 1. All told, there were 23 taps in the K - 0.302 heat 
exchanger and 17 taps in the K = 0.223 and 0.460 heat ex-

• changers. 
As seen in Fig. 1, there are three taps in each compartment. 

Furthermore, the tap locations are the same in all com
partments. Because of this, there are three independent 
combinations of pressure taps that yield the fully developed, 
per-compartment pressure drop. Thus, referring to Fig. 1(a), 
this quantity can be measured between consecutive center 
taps, between a left-hand tap in one compartment and the 
right-hand tap in the next compartment, and between a right-
hand tap in one compartment and the left-hand tap in the next 
compartment. 

The pressure measurements were made in a set of data runs 
separate from the mass transfer runs. The pressure signals 
were detected by a solid-state capacitance-type pressure meter 
capable of resolving 10~3 Torr. 

Data Reduction and Mass/Heat Transfer Analogy 

Data Reduction. As noted earlier, the mass transfer 
coefficient was evaluated at each of the individual tubes in the 
cross section. In dimensionless terms, the per-tube mass 
transfer coefficient will be expressed by the Sherwood 
number. In turn, the Sherwood numbers can be transformed 
to Nusselt numbers, as will be documented shortly. 

If AM denotes the net mass loss at a tube during a data run 
of duration T, the per-tube mass transfer coefficient Km may 
be evaluated from 

Km=(AM/TA)/(Pnw-pnb) (4) 

where A{ - %dL) is the mass transfer surface area (note that A 
was corrected for the very slight surface recession which 
occurred during the run). The quantities p„w and pnb 

respectively denote the naphthalene vapor densities at the tube 
surface and in the flow approaching the tube. The latter is 
zero for the present experiments, while the former was 
evaluated from the vapor pressure/temperature relation for 
naphthalene in conjunction with the perfect gas law. 

For the Sherwood number Sh = Kmd/S), the diffusion 
coefficient D may be eliminated by using the Schmidt number 
Sc = i>/2), so that 

Sh = (Kmd/v)Sc (5) 

where Sc = 2.5 for naphthalene diffusion in air. The 
kinematic viscosity appearing in equation (5) was evaluated as 
that of pure air, with the density corresponding to the mean 
pressure in the test section. 

The Sherwood number results will be parameterized by the 
Reynolds number 

Re = pV*d/fi (6) 

The quantity V* is the superficial velocity at the minimum 
free-flow area Amin in the row of tubes situated in the widest 
part of the cross section, i.e., pV* = w/Amin, where w is the 
rate of mass flow through the heat exchanger. Upon 
elimination of p V*, equation (6) becomes 

Re=vvrf/^ ra in (7) 

In terms of Fig. l,Amin can be written as 

Amin=(D-10d)L (8) 

in which the quantity 10 represents the number of tubes in the 
row in question. 

The per-compartment pressure drop Ap for the fully 
developed regime will be represented by the pressure loss 
coefficient Kp 

Kp=r-Ap/VipV*2 (9) 

To determine Ap, least-squares straight lines were fitted to the 
fully developed portion of the individual p versus x 
distributions that were respectively measured for each of the 
three sets of pressure taps. The slopes of the three lines, which 
generally agreed to within one percent, were averaged, and Ap 
was evaluated from the average slope. The density appearing 
in equation (9) was evaluated at the mean pressure in the fully 
developed regime. 

Mass/Heat Transfer Analogy. To convert the mass transfer 
results to heat transfer results, the analogy between the 
processes will be employed in the form 

Nu//(Pr) = Sh//(Sc) (10) 

where the function / is the same for both heat and mass 
transfer. For crossflow tube banks and for most other con-
vective heat transfer processes (aside from the liquid metal 
range),/(Pr) = Pr'",/(Sc) = Scm. These relations will be used 
here along with the tube bank value m = 0.36 from [12], so 
that 

Nu = (Pr/Sc)°-36Sh (11) 

Since Sc = 2.5 for the present experiments 

Nu = 0.719Pr0-36Sh2.5 (12) 

which can be used to convert the present Sherwood numbers 
to Nusselt numbers corresponding to a given Prandtl number. 

Results and Discussion 

Pressure Drop. Representative pressure distribution results, 
typical of the complete collection available in [11], are 
presented in Fig. 2. On the ordinate, p denotes the pressure at 
a tap location, while />„ is the barometric pressure in the 
laboratory from which the air was drawn. In addition to the 
pressure data, the figure contains a schematic diagram 
showing the numbering scheme for the pressure taps. Based 
on the periodic nature of the flow field, the taps naturally 
group into three sets: (i) taps 1-8, each of which is situated in 
the center of a compartment, (ii) taps 9-16, each situated at 

TAP NUMBER 

Fig. 2 Representative pressure distribution results (K = 0.302, Re = 
3550) 

348/Vol. 107, MAY 1985 Transactions of the ASM E 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



100 
80 

60 

40 

20 

(a 

-
-
-

- Sr / K 
0.223 
0.302 
0.460 

1 1 1 

0 

A 

D 

1 1 

Re x 10"' Re x 10 

Fig. 3 Compartment-average Sherwood numbers and dimensionless 
per-compartment pressure drops 

the downstream end of a compartment, and (//'/) taps 17-23, 
each situated at the upstream end of a compartment. 

The data corresponding to each set of taps are designated 
by a common symbol and are interconnected by a least-
squares straight line. The three straight lines are virtually 
parallel. Furthermore, aside from the first point in each set, 
the data points fall squarely on the lines, with almost no 
scatter. 

Since the successive taps in a given set are separated by the 
axial length of a compartment, the linearity of the data (aside 
from the first tap) indicates that the per-compartment 
pressure drop is the same for all compartments. The 
uniformity of the per-compartment pressure drop is an in
dication of the attainment of fully developed flow. Thus the 
flow is seen to develop very rapidly. Indeed, it appears that 
the development is completed downstream of the first 
compartment. 

The virtual absence of data scatter and the parallelism of 
the straight lines is indicative of the geometrical uniformity of 
the heat exchanger and the precise positioning of the pressure 
taps. 

Of particular note in Fig. 2 is that the spacing between the 
three parallel straight lines is not uniform. This finding 
provides insight into the distribution of the pressure drop 
within a compartment. For concreteness, consider the 
compartment in which are situated the taps 4, 12, and 19. The 
figure shows that the pressure drop between taps 19 and 4 is 
much greater than that between taps 4 and 12, i.e., the 
pressure drop in the upstream portion of the compartment 
exceeds the pressure drop in the downstream portion. This 
finding is plausible because the former reflects the final stages 
of the turning of the flow around the baffle, while the latter 
reflects the initial stages of the turning. It is well known from 
simple systems such as pipe bends that there is greater 
dissipation in the final stages of the turn than in the initial 
stages. 

The per-compartment pressure drop results, expressed in 
terms of the pressure loss coefficient Kp, are plotted in Fig. 
3(b) as a function of the Reynolds number (the Sherwood 
number results of Fig. 3(a) will be discussed later). The figure 
shows that, as expected, the pressure drop is sensitive to the 
baffle cut K, increasing markedly as the baffle cut decreases. 
It is also seen from the figure that Kp varies only slightly with 
the Reynolds number. If the losses had been altogether 
inertial (i.e., Ap ~ VipV*2), thenKp would be independent of 
the Reynolds number, as is the case for turbulent flow in a 
rough-walled pipe. The slight variation of Kp with Re in Fig. 
3(b) indicates that skin friction does play a role, albeit small. 

A highly accurate and concise representation of all the Kp 
results was achieved by the correlation 

^ = 2.35[^-1027exp(0.38^minMlv)]Re-005 (13) 

In this equation, Aw is the free-flow area in the window, 
which depends on the baffle cut K. Equation (13) represents 

Re x 10 Re x 10 

Fig. 4 Per-tube Sherwood numbers at tubes situated in rows 1 and 2 ir 
a compartment 

Fig. 5 Per-tube Sherwood numbers at tubes situated in rows 3 and 4 in 
a compartment 

1 percent, with an extreme 80 percent of the data to 
deviation of 2 percent. 

Per-Tube Sherwood Numbers. The per-tube Sherwood 
numbers at each tube location in a compartment are presented 
in both graphical and tabular form in [11]. A somewhat 
condensed version of that presentation is made here in Table 1 
and in Figs. 4-8. 

The minimum and maximum values of the per-tube 
Sherwood number in a given compartment are presented in 
Table 1. The table also shows the tube locations which 
correspond to the listed Shmin and Shmax values (the tube 
locations can be identified in Fig. lib)). 

An overview of the table reveals that there are substantial 
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Fig. 6 Per-tube Sherwood numbers at tubes situated in rows 5 and 6 in 
a compartment 

K 

Fig. 7 Per-tube Sherwood numbers at tubes situated in rows 7,8, and 
9 in a compartment 

differences in the per-tube Sherwood numbers within a 
compartment. The Shmax/Shmin ratio varies with the baffle 
cut, but, for a given baffle cut, is virtually independent of the 
Reynolds number. For K = 0.223, 0.302, and 0.460, the 
respective ratios are 1.6, 1.8, and 2.25. 

Thus, the larger the baffle cut, the more nonuniform is the 
per-tube Sherwood number. The practical implications of 
such nonuniformities have already been discussed in the 
Introduction. 

Table 1 shows that Shmax is attained in the row of tubes just 

Fig. 8 Per-tube Sherwood numbers at tubes situated in rows 10 and 11 
in a compartment 

upstream of the baffle edge, at the inlet end of the com
partment. On the other hand, Shmin is attained in the most 
downstream row of the compartment. 

Figures 4-8 convey a more detailed presentation of the per-
tube Sherwood number results. Each figure is a two-column 
mosaic of several strip graphs. The individual strip graphs 
show the variation of the Sherwood number with the 
Reynolds number for all three investigated baffle cuts. Each 
graph pertains to a specific tube location as indicated by the 
label appearing to the right of the graph. The array of graphs 
in a given column conveys information about a specific row, 
starting with row 1 in Fig. 4 and concluding with row 11 in 
Fig. 8. 

In interpreting these figures, it is well to recall from 
equation (7) that the Reynolds number is, in effect, a 
dimensionless mass flow rate since (e?//x/lmin) is a constant for 
the heat exchangers investigated here. In the crossflow zone, 
the velocities associated with a given Reynolds number (i.e., 
with a given mass flow) should not be very different for the 
different heat exchangers, and the corresponding Sherwood 
numbers should be nearly equal. However, in the window 
zone, the velocities will be a function of the baffle cut, so that 
the Sherwood numbers should vary with the baffle cut. It may 
also be noted that depending on the location of a particular 
tube, it may be washed by flows containing crossflow and 
axial components of different relative strengths. For example, 
tubes situated in the window zone will experience a stronger 
axial component than will tubes which are situated between 
the baffle edges. Since axial flows and crossflows evoke 
different dependences of Sh on Re (respectively, Sh ~ Re08 

and Sh ~ Re06), changes of slope of the Sh, Re relation are 
expected during a row by row traverse of the cross section. 

Figure 4 shows results for rows 1 and 2, both of which are 
situated in the window zone for all three investigated baffle 
cuts. Since, at a given Reynolds number, the velocity in the 
window zone is larger for smaller baffle cuts, the Sherwood 
number results in Fig. 4 are averaged in increasing order with 
decreasing values of the baffle cut. The data for each tube 
location and each baffle cut appear to be well described by the 
power law Sh~Re". The n values, arranged over the three 
tubes of row 1, are 0.68, 0.64, and 0.68, respectively for K = 
0.223, 0.302, and 0.460, while the average n values for the 
four tubes of row 2 are 0.65, 0.64, and 0.67. The decrease in n 
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Table 1 Minimum and maximum per-tube Sherwood numbers 

K Re Shn Tube no. Sh„ Tube no. 
0.223 

0.302 

0.460 

1350 
2850 
5750 
1350 
2850 
5750 
1350 
2850 
5750 

34.0 
56.0 
87.9 
26.5 
42.3 
68.8 
18.9 
31.1 
50.5 

11,1 
11,1 
11,2 
11,1 
11,1 
11,1 
11,2 
11,2 
11,2 

55.6 
88.5 
142.3 
47.6 
76.0 
123.0 
43.2 
68.8 
111.2 

2,2 
2,2 
2,3 
3,5 
3,5 
3,5 
5,5 
5,5 
5,5 

2 I 

SYMMETRY PLANE 

Fig. 9 Diagram to illustrate two-compartment module 

from 0.68 to 0.65 for the small baffle cut suggests that the 
velocity field is tending toward more crossflow and less axial 
flow, which is reasonable since the baffle edge is situated just 
downstream of row 2 for this case. 

Figure 5, left-hand column, shows that for the third row, 
the Sh values for the small and intermediate baffle cuts (0.223 
and 0.302) tend to approach each other. This indicates that 
the axial velocity component is diminishing and crossflow is 
taking over (for pure crossflow, Sh would be independent of 
the baffle cut). For these baffle cuts, the results for row 4 
(right-hand column) are similar to those of row 3. The waning 
of the axial velocity component is also in evidence for the 
large baffle cut (0.460). The gap between the Sh results for 
that baffle cut and the others is seen to progressively diminish 
from the second to the third and from the third to the fourth 
rows. 

An overview of Fig. 6 (rows 5 and 6) shows that the 
distinction between the small and intermediate baffle cuts has 
virtually disappeared, while only slight deviations exist for the 
large baffle cut. For row 6, the average slopes for the three 
cases are n = 0.61, 0.62, and 0.61. 

True congruence of the results occurs in row 7, as exem
plified in the topmost pair of graphs in the left-hand column 
of Fig. 7. There, no distinction can be made between the 
results for the different baffle cuts. 

The results displayed in the bottommost trio of graphs in 
the left column of Fig. 7 suggests that for the large baffle cut 
case, the flow at row 8 is beginning its turn toward the 
compartment exit. This inference is based on the departure of 
the Sh results for this case from those for the other baffle 
cuts. The latter remain more or less congruent because they 
continue to be crossflow dominated. 

The right column of Fig. 7 (row 9) reflects the heightened 
turning of the flow for the large baffle cut case, as witnessed 
by the dropping away of its Sh curve. Evidence of the 
beginning of turning for the intermediate baffle cut is 
provided by the separation of its Sherwood numbers from 
those for the small baffle cut. 

The final figure of this set, Fig. 8, displays the Sherwood 
number results for rows 10 and 11. For both of these rows, the 
tubes are situated in the window zone for all of the in
vestigated baffle cuts, and the resulting inverse relationship 
between the baffle cut and the velocity (at a given Reynolds 
number) gives rise to a significant separation of the respective 

Sh, Re lines. It is noteworthy that the exponents n (Sh ~ Re") 
for the small and intermediate baffle cuts remain in the 
neighborhood of 0.6, indicating the continuing presence of a 
strong crossflow component. 

The tube-to-tube Sherwood number variations within a 
given row in a compartment can be extracted from Figs. 4-8, 
but this information is more easily read from the tabular 
presentation of [11]. By way of a summary, it may be noted 
that intrarow Sherwood number variations of 10 percent are 
not uncommon. Variations as large as 30-40 percent (max 
divided by min) were encountered in the turning zone at the 
downstream end of the compartment. In general, smaller 
intrarow variations existed in the upstream end of the 
compartment than in the downstream end. 

Per-Tube, Per-Module Sherwood Numbers. From the 
standpoint of applications, it is important to note that even in 
the fully developed regime, the Sherwood number measured 
at a given tube in a given compartment recurs periodically at 
that tube in every other compartment rather than in every 
successive compartment. Figure 9 has been prepared to 
elaborate this and related issues. The figure displays a 
representative set of compartments and, for illustrative 
purposes, only a pair of tubes designated as A and B are 
shown. These tubes are symmetrically positioned with respect 
to the symmetry plane that passes transversely through the 
widest part of the cross section. 

The tube sections labeled 1 are washed by identical flow 
fields and, therefore, have the same per-tube Sherwood 
number Sh!. The tube sections 2 also see identical flow fields 
(different from that for the tube sections 1) and also have a 
common Sherwood number Sh2 (in general, Sh2 ^ Sh,). For 
tube A, the Sherwood numbers in successive compartments 
are Shj, Sh2, Sh!, . . . , while for tube B, the sequence is Sh2, 
Sh!,Sh2, . . . . Thus the foregoing assertion about alternate-
compartment periodicity is affirmed. 

To achieve true periodicity, it is appropriate to employ two 
consecutive compartments as the representative module of the 
heat exchanger rather than a single compartment. The per-
tube, per-module Sherwood numbers are truly representative 
of the fully developed regime. For such a module, the 
Sherwood number for tube A is '/2(Shi + Sh2), and this value 
repeats for all successive modules; this same value is also 
appropriate for tube B. Thus, the per-tube, per-module 
Sherwood numbers are symmetric with respect to the plane 
which passes transversely through the widest part of the cross 
section. 

Per-tube, per-module Sherwood numbers, to be denoted by 
Shtube/mod, have been evaluated from the measured per-tube, 
per-compartment Sherwood numbers for all tube locations 
and all of the operating conditions of the_experiments. The 
Shlube/mod values have been normalized by Sh, where 

Sh = Shcomp=Shmod (14) 

The quantity Shcomp is the Sherwood number averaged over 
all the tubes of a given compartment, while Shmod is the cor-
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Table 2 Values of Shtube/mod /Sh for Re = 2850 

(a) K=0.223 

' Tube 
Row 1 2 3 4 5 Row 

6 0.97 0.97 0.95 0.90 0.81 6 
5 0.99 0.99 ' 0.98 0.96 0.92 7 
4 1.01 1.01 1.00 1.00 0.94 8 
3 1.04 1.03 1.03 1.03 1.04 9 

2 1.04 1.09 1.11 1.18 10 
1 0.91 0.91 0.96 11 

(6)/<r = 0.302 

Tube 
Row 1 2 3 4 5 Row 
~~6 L07 L05 UM 099 093 6~ 

5 1.08 1.07 1.05 1.02 0.99 7 
4 1.07 1.06 1.05 1.06 1.02 8 
3 1.06 1.07 1.06 1.09 1.14 9 
2 0.86 0.88 0.94 1.04 10 
1 0.72 0.73 0.80 11 

(c) K=0.460 

Tube 
Row 1 2 3 4 5 Row 

6 1.25 1.26 1.22 1.16 1.14 6 
5 1.27 1.27 1.27 1.25 1.26 7 
4 1.09 1.10 1.10 1.11 1.11 8 
3 0.88 0.89 0.88 0.87 0.97 9 
2 0.75 0.74 0.72 0.85 10 
1 0.71 0.65 0.67 11 

-o 

A 

1 

O 

A 

a 

< 

0 

A 

D 

1 

^ BAFFLE E D G E S ^ ^ 

_ ' Re = 
° ° 5750 

° o o 

A A 2850 
A A A 

° " n o ' 3 5 0 o 

FLOW DIRECTION 
i i i i i 

0 

A 

D 

1 

O 

A 

• 

1 

O 

A 

1 

I 2 3 4 5 6 7 8 9 10 II 

ROW NUMBER 

Fig. 10 Row-average Sherwood numbers in a compartment (K = 
0.302) 

responding average for a module. It is readily seen that the 
two averages are equal in the fully developed regime. 

The Sh tube/mod/Sh ratios for the intermediate Reynolds 
number of 2850 are presented in Table 2 for each of the baffle 
cuts. Similar results for the other Reynolds numbers are 
available in [11] but, because of the ratio format, the results 
for the three Reynolds numbers do not differ appreciably. 

The table is subdivided into parts (a-c) to accommodate the 
three baffle cuts. The horizontal line which runs through each 
part of the table indicates the location of the baffle edge. 

Table 2 sets forth the variations among the per-tube, per-
module Sherwood numbers. For the small baffle cut, the ratio 
of the maximum to the minimum Sherwood number is about 
1.45, but aside from certain isolated tube locations, the 
variations are moderate. The max-min ratio for the in

termediate baffle cut is 1.58. Of particular note are the low 
Sherwood numbers in the extremities of the windows and the 
relative uniformity in the crossflow zone. For the largest 
baffle cut, the max-min ratio is 1.95. Again, relatively low 
Sherwood numbers occur in the extremities of the windows. 

Since Shtube/mod is a true representation of the fully 
developed Sherwood number, Table 2 provides an indication 
of the potential nonuniformities in the thermal loading of the 
individual tubes. The net extent of the nonuniform loading 
will depend both on the shellside coefficients of Table 2 and 
the tubeside coefficients. 

Row-Average Sherwood Numbers. The per-tube Sherwood 
numbers were also employed to evaluate row-average 
Sherwood numbers, and the resulting row-by-row 
distributions are illustrated in Fig. 10 for the intermediate 
baffle cut. These results pertain to a compartment. 
Corresponding results for a module can be deduced from Fig. 
10 by averaging the Shrmv values for rows 1 and 11, for rows 2 
and 10, etc. The vertical dashed lines in the figure indicate the 
positions of the baffle edges. 

The figure shows that the most marked variations in the 
per-row Sherwood number occur in the window zones, while 
only modest variations are encountered in the crossflow zone 
(i.e., between the baffle edges). The lowest Sherwood 
numbers occur at the extremities of the compartment, i.e., in 
the first and last rows. The highest value is that for the row 
just upstream of the first baffle edge. 

Figures similar to Fig. 10 are available in [11] for the other 
baffle cuts. The distributions for the small baffle cut are more 
uniform than those of Fig. 10, while those for the large baffle 
cut display larger variations. 

Average Sherwood Numbers. For conventional design 
practice, compartment-average Sherwood (Nusselt) numbers 
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are needed. As already indicated in equation (13), the com
partment-average and the module-average Sherwood numbers 
are identical and are denoted by Sh. The Sh values deduced by 
averaging the measured per-tube Sherwood numbers are 
plotted as a function of the Reynolds number in Fig. 3(a) for 
parametric values of the baffle cut. 

As seen there.Jhe results are very well described by a power 
law of the form Sh ~ Re". A compact presentation of the 
Sh results which represent the data within an accuracy of 2 
percent or better is 

Sh = 0.630[exp(-1.29K)]Re0-63 (15) 

The 0.63 exponent reflects the strong influence of crossflow. 
By making use of equation (12), equation (15) can be 

transformed to a Nusselt number relation 

Nu = 0.453[exp(- 1.29K)]Pr°-36Re0-63 (16) 

This equation can serve as a standard against which to 
compare the per-compartment Nusselt numbers predicted by 
standard design methods. 

Concluding Remarks 

The per-tube heat transfer coefficients and the per-
compartment and intracompartment pressure drops reported 
here are, seemingly, the first open-literature information of 
this type for the shell side of shell and tube heat exchangers. 
The main focus of the work was to determine the response of 
these quantities to systematic variations of the baffle cut. 
Three model heat exchangers, each with a different baffle cut, 
were employed in the experiments. For each baffle cut, the 
Reynolds number was varied parametrically. 

The experiments involved mass transfer measurements 
performed by means of the naphthalene sublimation 
technique. The Sherwood numbers (dimensionless mass 
transfer coefficients) determined from these measurements 
were converted to Nusselt numbers with the aid of the analogy 
between heat and mass transfer. 

The basic measurements provided the distribution of the 
per-tube Sherwood number within a compartment in the fully 
developed regime. Among the tubes, large variations of the 
Sherwood number were encountered (on the order of a factor 
of two). The extent of the variations increased with increasing 
baffle cut. These tube to tube variations provide an indication 
of the potential nonuniformities in the thermal loading of the 
individual tubes. 

It was demonstrated that to obtain per-tube transfer 
coefficients that recur periodically in the streamwise direction 
(in step with the periodic nature of the fluid flow), the 
representative module of the heat exchanger is a cluster of two 
consecutive compartments rather than a single compartment. 
Per-tube Sherwood numbers corresponding to such a module 
were evaluated. Compared with those for a single com
partment, the intertube variations were slightly smaller for the 
former than for the latter. 

The per-tube Sherwood numbers were also employed to 
evaluate row-average results. The lowest row-average 

Sherwood numbers occur at the extremities of the com
partment, i.e., at the first and last rows, while the largest 
Sherwood number is that for the row just upstream of the 
baffle edge. 

Compartment-average and module-average Sherwood 
numbers were also evaluated. When rephrased in terms of the 
Nusselt number, these results were tightly correlated as a 
function of the Reynolds number and the baffle cut by 
equation (16). The 0.63 exponent of the Reynolds number in 
the correlation reflects the strong influence of crossflow. 

The pressure distribution measurements provided strong 
testimony about the rapid development of the fluid flow. 
Fully developed conditions were found to prevail downstream 
of the first compartment of the exchanger. The per-
compartment pressure drop was shown to be a constant in the 
fully developed regime. In dimensionless form, the pressure 
drop was well correlated by equation (13). It was also found 
that the pressure drop is much greater in the upstream half of 
a compartment than in the downstream half. 
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Investigation of Turbulators for 
Fire Tube Boilers 
This paper summarizes an experimental study of three popular "turbulator" inserts 
for fire tube boilers. An electrically heated flow facility was developed to deliver hot 
air to a water-cooled steel tube instrumented to derive sectional average heat 
transfer coefficients for four regions of the tube. Reference data for the empty tube 
are in excellent agreement with the accepted correlation. Two commercial tur
bulators, consisting of narrow, thin metal strips bent and twisted in zig-zag fashion 
to allow periodic contact with the tube wall, displayed 135 and 175 percent increases 
in heat transfer coefficient at a Reynolds number of 10,000. A third commercial 
turbulator, consisting of a twisted strip with width slightly less than tube diameter, 
provided a 65 percent increase in heat transfer coefficient. The friction factor in
creases accompanying these heat transfer coefficient increases were 1110, 1000, and 
160 percent, respectively, for the same Reynolds number. These data should be 
useful in assessing overall performance gains to be expected when turbulators are 
used in actual boilers. 

Introduction 
Background. Fire tube boilers frequently provide steam for 

process applications and for heating of commercial or large 
residential buildings. In all of these applications, improved 
boiler efficiency and reduced energy consumption are con
tinuing goals. 

A popular modification is the introduction of "tur
bulators" into the boiler tubes to reduce fuel consumption 
and improve boiler efficiency. A typical turbulator con
figuration is a narrow, thin metal strip bent and twisted in zig
zag fashion to allow periodic contact with the tube wall. Other 
inserts are twisted strips of tube diameter width and wire coils 
similar to springs. Inserts increase the gas-side heat transfer 
coefficients, thereby increasing heat recovery from flue gases. 
Assuming that the equipment is properly operated and ad
justed, higher boiler efficiency will result. Of course, boiler 
performance will reflect the increased flow friction of the 
turbulators. 

To estimate the improvement in fire tube boiler per
formance due to turbulator inserts, a simulation study can be 
performed. Here input information includes the gas-side 
thermal-hydraulic performance of the proposed inserts. Few 
data on the heat transfer and fluid flow characteristics of 
turbulators inserts have been reported in the open literature. 

This paper describes experiments conducted in the Iowa 
State University Heat Transfer Laboratory to determine the 
thermal-hydraulic performance of three commercial tur
bulators. The measurements were carried out for a smooth 
tube and for the same tube with the various inserts while 
cooling a hot gas at flow rates representative of actual boilers. 
The results can provide a basis for determining tube wall heat 
fluxes in boiler simulation programs and for boiler design. 

Turbulators Tested. The somewhat complex geometries of 
the inserts tested are given in Figs. 1-3, where the nomen
clature used is noted on each figure and a letter symbol is used 
to identify each insert. The manufacturers or distributors of 
the inserts are given in Appendix A. Numerical values of the 
various geometric dimensions are given in Table 1. In order to 
establish a uniform basis for comparison with the various 
references cited, this paper defines pitch as the length along 
the tube axis for one full twist (360 deg) of a twisted tape or 
one full cycle of a bent strip turbulator. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 18, 
1983. Paper No. 83-HT-44. 

Fig. 1 Geometry of Type A turbulator (not to scale) 
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Fig. 2 Geometry of Type B turbulator (not to scale) 
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Fig. 3 Geometry of Type C turbulator (not to scale) 

Table 1 Insert characteristics for test tube of 0.0679 m inside 
diameter 

Geometry 
Overall length, m 
Height, H, m 
Pitch, P, m 
Width, w, m 
Thickness, t, m 
Longitudinal 

angle, deg 
Primary twist 

angle, deg 
Secondary twist 

angle, deg 

Type A 
Fig. 1 

1.842 
0.067 
0.248 
0.022 
0.0019 

122° 

±25° 

-

Insert 

TypeB 
Fig. 2 

1.854 
0.065 
0.187 
0.019 
0.0022 

100° 

30° 

- 3 0 ° 

TypeC 
Fig. 3 

1.892 
— 

0.712 
0.066 
0.0014 

— 

— 

-
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Literature Review 

A literature search on the effects of turbulators of various 
types suitable for augmentation of gas heat transfer coef
ficients in fire tube boilers was conducted using the com
puterized "Bibliography on Augmentation of Convective 
Heat and Mass Transfer" [1]. 

Whitham [2] in 1896 inserted "loosely fitting" and gently 
twisted (P = 3 m) "retarders" in the forty-four 0.102-m 
horizontal tubes of a 100-hp boiler. The saving of fuel with 
turbulators was as much as 8 percent, with the improvements 
being observed only when "the boiler plant is pushed and the 
draught is strong." These general conclusions were reinforced 
over 50 years later by Kirov [3], who fitted an Economic 
Boiler having seventy-six 0.070-m i.d. tubes with 0.064 m 
width twisted tapes of P = 0.357 m or 0.710 m. With full-
length tapes, the increase in boiler efficiency1 was 5 to 7 
percentage points,2 equivalent to a fuel saving of 7 to 10 
percent. The increase in fan power was negligible for the 
forced draft system under test; however, use of the tur
bulators in a natural draft system was not advised. 

In a recent study conducted for DOE at Brookhaven 
National Laboratory, it was found that the addition of 
turbulators to residential oil-fired boilers resulted in fuel 
savings of 2-8 percent [4]. Details are not given in the report. 

An early but comprehensive study of twisted-tape tur
bulators with cooling of air was reported by Royds [5]. 
Electrically heated air was allowed to flow through a tube of 
0.059 m i.d. and 0.167 m length. A large number of tests were 
made with inlet air temperatures varying from 249 °C to 
605°C. Nine different twisted tapes, sooted to simulate actual 
boiler conditions, of 0.049 m width were tested with pitches 
varying from 0.23 m to 1.89 m. The results obtained show 
that pitches larger than about 0.51 m had very little influence 
on the heat transfer. Data are reported as curves of heat 
transfer coefficient as a function of mass velocity. The 

MJoiler efficiency is defined as the heat transferred to the water divided by the 
heat available from the fuel consumed. 

Based on higher heat of combustion of the coal, as fired 

pressure drop data are also given as a function of mass 
velocity. 

Colburn and King [6] also investigated enhancement effects 
of twisted tapes. Two full length, apparently snug fitting tapes 
were tested; however, data were tabulated for only one of 
these tapes. Data were taken for inlet air temperatures ranging 
from 109°C to 392°C and inlet tube wall temperatures from 
9.3°Ctol2 .3°C. The results were presented both graphically 
and tabularly as ha/cpa and frictional pressure drop as 
functions of mass velocity through the test section. 

Studies on twisted-tape enhancement were also conducted 
by Evans and Sarjant [7] using electrically heated air in an 
apparatus somewhat similar to that of Colburn and King. 
Tapes of 0.064 m width, with pitches of 0.177, 0.228, 0.304, 
and 0.355 m, were tested in a 2.438 m long by 0.076 m i.d. test 
section. Inlet air temperature was approximately 418°C, while 
inlet Reynolds numbers varied from about 3000 to 13,000. 
Results are presented as curves of convective heat transfer 
coefficient and pressure drop as functions of Reynolds 
number for different twisted tapes. 

Evans and Sarjant attempted to separate the effects of 
radiation and convection in twisted tape enhancement. While 
noting that their analysis was not conclusive in this respect, 
they estimated the maximum contribution of radiation as 25 
percent of the measured heat transfer coefficient when gas 
temperatures above about 605°C were encountered. The 
contribution of radiation drops rapidly as gas temperature is 
reduced. 

More recent tests of the effects of twisted tapes on cooled 
air flows were reported by Thorsen and Landis [8]. Air was 
supplied at temperatures up to 277°C to a 0.0254-m i.d. water 
cooled tube. Pitches were 0.8, 0.131, and 0.203 m, and the 
tube-tape gap was about 0.076 mm. A major concern of this 
work was assessment of the effects of variable properties. A 
temperature-ratio correction factor was determined primarily 
from heating data due to the limited values of (Ts/Tb) that 
could be attained in cooling. Best correlation of the cooling 
data was achieved by ignoring the temperature-ratio 
correction. No reference to data for bent strip turbulators 
similar to those of Figs. 1 and 2 were found. 

N o m e n c l a t u r e 

Ar = 

*T>W 

D = 

A 

/ 

Gr 
ha 

H = 

L = 

cross-sectional flow area of Lc = 
calorimeter section, m2 

specific heat at constant 
pressure of air, J/kg °C 
specific heat at constant 
pressure of water, J/kg °C 
inside diameter of calo
rimeter pipe, m 
diameter of location of 
thermocouples in calo
rimeter pipe wall, m 
Fanning friction factor, 
defined in equation (3) 
Grashof number 
average heat transfer 
coefficient for air, 
W/m 2°C 
height of turbulator strip, 
m 
thermal conductivity of ^eDH = 
calorimeter wall, W/m °C 
overall length of calo- / = 
rimeter (distance between 
pressure taps), m Tal = 

ma = 
mw = 

Nu„ = 

NuC / / = 

Ap = 

P = 
Pr = 
Qa = 

Qc = 

Qw = 
ReD = 

heat transfer length of a 
calorimeter section, m 
mass flow rate of air, kg/s 
mass flow rate of water, 
kg/s 
Nusselt number based on 
inside pipe diameter 
Nusselt number based on 
hydraulic diameter 
measured pressure drop 
over calorimeter length, Pa 
pitch of turbulator, m 
Prandtl number 
energy given up by air, W 
energy loss by conduction 
in calorimeter, W 
energy gain by water, W 
Reynolds number based on 
inside pipe diameter 
Reynolds number based on 
hydraulic diameter 
thickness of turbulator 
strip, m 
inlet air temperature to a 

calorimeter section (mixed 
mean), °C 

Ta2 = outlet air temperature from 
a calorimeter section 
(mixed mean), °C 

Tb = mixed mean of bulk 
temperature of hot gas, °C 

Ts = wall (surface) temperature, 
°C 

t, = average wall temperature in 
a calorimeter section, °C 

Twl = inlet water temperature to a 
calorimeter section, °C 

Tw2 = outlet water temperature 
from a calorimeter section, 
°C 

u,„ = mean velocity in pipe, m/s 
w = width of turbulator strip, m 

Greek Symbols 

Pa = 

Pa2 = 

P'l = 

4> = 

average density of air, 
kg/m3 

outlet density of air, kg/m3 

inlet density of air, kg/m3 

mathematical function 
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Fig. 4 Flow system (not to scale) 
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Fig. 5 Test section schematic (not to scale) 

Experimental Program 
The test rig consists basically of a blower suitable to 

produce Reynolds numbers of order 10,000, a heater box to 
heat the air to about 170°C, and the actual test section where 
the performance of the turbulators is to be evaluated. The 
cooling water jacket of the test section simulates fire-tube 
boiler conditions while serving as a calorimeter. 

Flow System. The U-shaped flow system to provide hot air 
to the test section is depicted in Fig. 4. Airflow is provided by 
a centrifugal blower that delivers 0.283 mVs at a head of 
0.152 m of water. After leaving the fan, the air passes through 
flow straighteners and a flow development length of 3.05 m 
before entering an orifice meter and through an elbow 2.44 m 
downstream from the orifice meter before entering the heater 
box. 

The heater box was fabricated from sheet steel in three 
parts: an inlet rectangular diffuser section varying in cross 
section from 0.152 m x 0.152 m at the entrance to 0.533 m x 
0.286 m over a length of 1.829 m. The flow is at low velocity 
as it enters the 0.203 m long section containing a Chromalox 
Process Air Duct Heater rated at 10 kW, 240 V, three phase. 
The box cross section is reduced from 0.533 m x 0.286 m 
back to 0.152 m X 0.152 m over length of 1.270 m down
stream of the heater. 

Three autotransformers connected in a 208 V delta circuit 
provide the electrical input to the heater. High-temperature 
insulating gasket material prevents direct contact between the 
heater and the duct. An over-temperature protector in the 
electrical circuit will cut off electrical power to the heater at a 
predetermined temperature. A motorized mixer minimizes 
thermal stratification within the heater section of the duct. 

Following the heater box the hot air passes through a bend 
into a developing length of 6.10 m prior to the test section. 
After the test section, the air is exhausted into a 1.524-m-long 
pipe section for discharge outside the building. The heater box 

and piping leading into and out of the test section are in
sulated with calcium silicate blocks, suitable for temperatures 
of more than 918°C. These blocks are covered with an ad
ditional layer of glass fiber to reduce the heat loss to a 
minimum. 

The test section was insulated with glass fiber since the 
outside temperature of the calorimeter is less than 20°C. 
Precautions were also taken to insulate the hypodermic tubing 
carrying thermocouple leads for measuring temperatures. 

Test Section. The test section shown in Fig. 5 is based on a 
0.0762 m o.d. carbon, drawn-on-mandrel steel boiler tube 
with i.d. of 0.0679 m to provide a snug fit with the turbulators 
tested. The tube is 1.823 m long and is flanged at the ends to 
facilitate installation and removal of inserts. Each end of the 
tube is fitted with three pressure taps spaced equally around 
the circumference. Tube wall temperatures are measured with 
chromel/alumel thermocouples fitted into axial slots milled 
part way through the tube wall. Five axial locations for these 
thermocouples were chosen to correspond with the water 
calorimeter cooling segments described below. Three ther
mocouples were installed at each axial location, spaced 
equally around the tube circumference. The thermocouples 
were made of welded junctions and were inserted into the slots 
through small tubes passing under the calorimeter cooling 
tubing. 

The water calorimeter for cooling the gas and conducting 
energy balances is made of 6.35 mm i.d. copper tubing wound 
around the tube and soldered to the outside. The tube was 
installed in a lathe and the copper tubing was soldered to the 
steel tube as it was being tightly wound. 

The calorimeter tubing was connected as four separate 
segments in series, with water temperature measured at the 
inlet and outlet of each segment. This feature, together with 
the wall thermocouples installed as described above, per
mitted the determination of four separate sectional-average 
gas side heat transfer coefficients. 

Instrumentation. The basic measurements needed are the 
air and water mass flow rates and the various air and water 
bulk temperatures. Wall temperatures are also required for 
calculation of the heat transfer coefficients. Additionally, the 
pressure drop is required to calculate the friction factor. 

The air flow, controlled by a blast gate at the blower outlet, 
passes through flow straighteners before entering the section 
upstream of an ASME orifice. The orifice pressure drop is 
monitored by a differential pressure transducer, which is 
connected via a Scanivalve to a piezometer ring attached to 
mulitiple pressure taps. The same system was used to measure 
static pressure. The mass flow rate was found using standard 
ASME procedures and equations [9]. Static pressure at the 
test section inlet and pressure drop across the test section were 
measured by the same technique. 

Temperatures measured are the wall temperatures along the 
test section, inlet and outlet air temperatures, water tem
peratures at the inlet and outlet of each segment of 
calorimeter tubing, and the room temperature. Ther
mocouples are made of 0.33-mm-dia chromel/alumel wire, 
referenced to a 74°C reference junction. Both temperature 
and pressure signals were recorded digitally by the Heat 
Transfer Laboratory Data Acquisition System as described in 
[10], with the exception of the digital voltmeter, which was a 
more recent model. Finally, the water flow rate was measured 
directly using a container on a sensitive balance and stop
watch. 

Some of the problems anticipated in the apparatus were air 
leaks, axial conduction of heat to the test section, and 
radiation errors in temperature measurements. The absence of 
air leaks was confirmed by comparing air flow measured by 
the orifice downstream of the blower with flow measured at 
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the exhaust (past the test section) taking a pitot tube velocity 
profile. The difference was less than 1 percent. 

To minimize the axial conduction from the test section, 
Telfon spacers were placed at the inlet and outlet of the test 
section. Four thermocouples were inserted on either side to 
measure the temperature drop across the spacers so that the 
axial conduction from the duct upstream of the test, section to 
the calorimeter water could be estimated. Calculations 
showed that radiation errors in the temperatures were very 
small and well within the experimental error margin. 

Procedure 

Testing and Data Acquisition. After starting the blower and 
the water pump, the electrical heater was switched on. The 
flow rate was then adjusted for the run requirements, and 
when steady state was reached, the temperature drop from the 
heater box to the test section was less than 15.6°C. The water 
flow rate was set at about 1.262 x 10 s m3/s, which 
represented a good compromise between an accurately 
measurable temperature rise of 8°C across each segment and a 
nearly isothermal tube wall. 

Once steady state was reached, readings of various tem
peratures and pressures could be taken in about one minute 
with the data acquisition system. 

Data Reduction. The computer scanned inlet air and outlet 
water temperatures for steady state. At steady state, all 
thermocouple and pressure transducer outputs were read and 
the overall heat balance for the calorimeter was checked: 

<7iv-<7c=<7fl (1) 
where the conduction gain qc is for the entire calorimeter, not 
a portion of it. Agreement to within 5 percent was required to 
validate a run. (Most energy balances agreed to within 2-3 
percent.) 

Average heat transfer coefficients were determined for each 
calorimeter segment. For the first segment the energy added 
to the water is obtained from q„ — qc = mwcpw(Tw2 - Twl), 
where qc is the estimated heat gain by the water due to con
duction from the upstream ducting. This conduction was 
estimated from the measured axial temperature difference 
across the teflon spacers, the properties of the teflon, and the 
geometry of the spacers. Assuming that qw — qc — qa = 
rn„cPa (Tal - Ta2) for the section, Ta2 can be calculated. The 
average wall temperature for a segment T, is found by taking 
the average of the readings of the three circumferentially 
located thermocouples at each of the two measuring stations 
in each segment; that is, t, is the linear average of six 
readings. The heat transfer coefficient ha is then obtained 
from the usual expression 

Qa=[ 
1 

+ 
1 

ha-wDLc 2irksLc 
In (§)] 

(2) 

The process is repeated using the outlet air temperature at one 
segment as the inlet temperature for the next segment. The 
second and third segments have no conduction correction 
applied; however, there is conduction heat gain by the coolant 
in the fourth segment because the uncooled outlet pipe wall is 
hotter than the calorimeter, requiring a conduction correction 
similar to that used for the first segment. 

In calculating the Reynolds number, no allowance was 
made for the blockage of turbulators. The average Fanning 
friction factor is given by 
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where the measured pressure drop is corrected for the 
momentum change. 

Uncertainties in Nusselt number, Prandtl number, 
Reynolds number, and friction factor were estimated from a 
typical run at Re = 12,500, according to the method of Kline 
and McCIintock [11], using odds of 20 to 1. The following 
uncertainties are typical of the uncertainties that can be ex
pected in other test runs: Nu ,̂: ±5 percent, ReD: ±3 percent, 
Pr: ±3.5 percent, and/: ±5.3 percent. 

Further details of the experiments and data reduction are 
given in [12]. 

Results and Discussion 
Results. The presentation of the measured data and the 

enhancement obtained by use of the inserts follow the format 
suggested in [13]. 

Before starting to evaluate the characteristics of the tur
bulators, the apparatus was tested for its plain tube per
formance at Reynolds numbers from 6000 to 25,000 with 
nominal inlet air temperature of 186°C. 
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Fig. 8 Heat transfer data for Type B turbulator 

The conditions just upstream of the test section ap
proximate an essentially uniform temperature gas with a fully 
developed velocity profile. At the cooled test section, a 
temperature profile develops and the heat transfer coefficient 
in the first section should be that for a developing flow. 
Further downstream, the temperature profile should become 
fully developed. This behavior is shown in Fig. 6(a) where the 
Nusselt numbers for the first section all lie above those for the 
second, third, and fourth sections. 

Equations and curves for Nusselt numbers as a function of 
Reynolds number and LID for the entrance condition in a 
smooth tube have been published [14], Data corrected ac
cording to [14] are shown in Fig. 6(b) together with lines 

representing the Gnielinski [15] correlation for cooling ex
pressed as 

M%) 
0.45 C/72)(Refl - 1000)Pr 

ib < l + 12.7(//2)1/2(Pr2/3-l) 
Equation (4) uses the Filonenko friction factor correlation 

/=(1.581nRe f l-3.28)-2 

(4) 

(5) 
as given by Webb [16]. The corrected data generally fall 
within the ±5 percent lines for Reynolds numbers above 
10,000. Below that value, some points fall just below the - 5 
percent line. 

The reduced heat transfer data for the turbulators were 
plotted over a range of Reynolds numbers and fitted with least 
squares curves for the data for the second, third, and fourth 
segments of the calorimeter, based on the evidence of an 
entrance condition shown by the smooth tube and Pr = 0.7. 
These equations are 

•(f)' = 0.258 Re^,0 

= 0.208 ReD° 

= 0.122 Re^0 

(Type A insert) 

(Type B insert) 

(Type C insert) 

(6) 

(7) 

(8) 

The curves of equations 6, 7, and 8 together with all 
segmental data, are shown respectively in Figs. 7, 8, and 9 for 
each insert tested. Large increases over the Gnielinski relation 
occur for inserts A and B, with a lesser amount for insert C. 
The data indicate that the first segment contains some sort of 
entrance effect, especially evident for insert C. No corrections 
for this effect were made due to the unknown nature of the 
mixing involved. 

Friction data are shown in Fig. 10, where large increases in 
friction factor over the Filonenko correlation are evident for 
the Type A and Type B turbulators, with a smaller increase 
for the Type C turbulator. 

Experiments were performed for horizontal and vertical 
orientations of the Type A and Type B turbulators; all data 

358/Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.10 

0.05 

O 
I-
u 
CE 
U-

z o 
M 
H 
u 
a 

0.01 

0.005 

M
l 

-

-

-

-

o 
_Q 

-

O SMOOTH TUBE 
• TYPE R INSERT 
> TYPE B INSERT 
o TYPE C INSERT 

o 
o 

o 

o o 
<*>o o 

<x> 

y-EQUBTION C5) 

•JT© -

1 1 1 1 1 1 

100 

5000 10000 

REYNOLDS NUMBER, Rer 

30000 

Fig. 10 Data for friction factor as defined in equation (3) for smooth 
tube and turbulator Types A, B, and C 

\ 
i 
a 50 -

in 
CM 

cs 
l 

m \ 

\ 
I 
Q 
2 

—J—T— 
DHTH FOR 

-

-

-

> > • * 
>rP 
D 

_ 

I I 

I I I I | 
TYPE C INSERT 

> $ / 
> <? A 

^ / f 
1 

CORRELRTION OF 

THORSEN RND LRNDIS C8] 

&• ENTRANCE SEGMENT 

D OTHER SEGMENTS 

1 1 1 1 1 10 

3000 10000 

REYNOLDS NUMBER, Rer 

20000 

Fig. 12 Comparison of Type C turbulator data with the correlation of 
Thorsen and Landis [8] 

200 

in 

J3 
y -\ 

a 
3 

Z 

in 

cs 
-O 

h-

\ 
a 

z 

100 

40 
200 

100 

1 t i l l 
a) RLL DATA FOR TYPE R 

O VERTICAL POSITION 
O HORIZONTRL POSITION 

— o 6>®> ° 

o° 
- 8 

I I i I 1 
b) RLL DRTR FOR TYPE B 
O VERTICAL POSITION 

- o°o°> 
_ c3 <*> 

CO 

^ 1 ± i i 1 

INSERT 

# ^ 
w 

1 
1 

1 
1 

1 

1 

INSERT 

• 
P 

-

_ j 

5000 30000 10000 
REYNOLDS NUMBER, Re n 

Comparison of heat transfer data for vertical and horizontal Fig. 11 
orientation of turbulators 

are compared for both turbulators in Fig. 11. Performance 
differences for the two orientations are small except for the 
Type B turbulator at low Reynolds numbers where a slight 
decrease is found for the horizontal orientation. 

Discussion. The Type A turbulator produced about 175 
percent increase in Nusselt parameter over a plain tube, the 
Type B turbulator an increase of about 135 percent, and the 
Type C turbulator an increase of about 65 percent. 

A few visual observations were made by replacing the 
calorimeter tube with a plexiglass section and allowing a 
smoke filament tracer to enter the air flow just upstream of 
each of the turbulators tested. These visual tests qualitatively 
indicated that mixing was better with the Type A and B 
turbulators than with the Type C turbulator. 

It is clear from Fig. 9 that the Type C turbulator has an 
entrance length effect. While the other turbulators also may 
have an entrance effect, it is different in nature. Types A and 
B, due to their similar geometry, should have mixing more 
similar to each other than to Type C. 

Turbulator orientation does not materially affect per
formance. When the Type A and Type B turbulators were 
positioned horizontally, the Nusselt parameter agreed over 
the range of the Reynolds number tested within experimental 
error except for the Type B turbulator. Here the difference 
was between 15 and 8 percent up to a Reynolds number of 
10,000 and negligible at higher Reynolds numbers. It may be 
that in the horizontal orientation, mixing is not complete at 
lower Reynolds numbers and the hotter air travels along the 
upper part of the tube in a partially stratified flow. However, 
no detailed data were taken to confirm this speculation. 

The friction factor for the Type A turbulator is 11.8 times 
that of a plain tube at a Reynolds number of 10,000; the 
multiplier is 13.8 at a Reynolds number of 25,000. The Type B 
turbulator has a friction factor increase of 11.0 and 12.4 times 
that of the plain tube for the same Reynolds numbers, while 
the friction factor for the Type C turbulator has increases of 
2.7 and 2.5 times, respectively, for these Reynolds numbers. 
The friction and heat transfer characteristics of the Type C 
turbulator are both comparable to data noted in the Literature 
Review. 

When evaluating the relative merits of pressure loss cost for 
a particular heat transfer coefficient increase, it should be 
borne in mind that heat transfer can be enhanced considerably 
by merely increasing the air velocity with a concomitant in-
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crease in pressure loss. This alternative to enhancement by use 
of turbulators was noted many years ago by Colburn and 
King [6]. Said differently, if a given increase in pressure loss is 
acceptable, it is possible to obtain the same augmentation by 
increasing the velocity (and the Reynolds number) to obtain a 
higher convective coefficient. However, this option is 
generally not available in a fire tube boiler where air/fuel, 
ratios must be maintained. Comparisons should then be made 
at equal mass flow rates. 

A "fine scale" variation of Nusselt number as a function 
of Reynolds number may be discerned for each subsection of 
the test section, even though the data fall within the con
fidence bounds given. Sufficiently detailed tests to investigate 
the second-order phenomenon have not been carried out. The 
temperature-dependent property correction (Ts/Tb)" did not 
significantly reduce the data scatter for any of the turbulators. 
This is in accordance with the experience of Thorsen and 
Landis [8] for twisted-tape turbulators and cooling of gases. 
However, the temperature-ratio correction was used to 
correlate the smooth tube data and is recommended by many 
investigators when turbulators are used for heating of gases. 

Finally, a comparison of the data for the Type C turbulator 
was made with the correlation proposed by Thorsen and 
Landis [8], as shown in Fig. 12. The original equation, 
proposed for Reynolds numbers greater than 10,000, includes 
a temperature ratio correction so as to be compatible with 
heating data; however, Thorsen and Landis do not recom
mend this correction for cooling. The present data, with the 
exception of the inlet developing section, are within about 10 
percent of the correlation. 

Concluding Remarks 
The present results show that the commercial turbulator 

inserts tested provide considerable enhancement of gas-side 
convective coefficients for cooling. Design equations are 
presented for two bent strip turbulators, and an existing 
correlation for the twisted strip turbulator is confirmed in fire 
tube boilers. Although it may be possible to reduce fuel 
consumption through the use of turbulators, improvement in 
gas-side convection coefficients does not result in a one-to-one 
improvement in boiler efficiency. Rather, enhancement of gas 
side coefficients is only one factor among many items such as 
fuel/air ratio adjustment, tube cleanliness, and air/gas system 
flow resistance that lead to reduced fuel consumption and 
improved boiler efficiency. The calculation of boiler ef
ficiency with turbulators should consider also changes in the 
water side flow distribution (and heat transfer coefficient) due 
to the large increase in gas-side heat transfer coefficient. 
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Introduction

An Analytical Model to Predict
Condensate Retention on
Horizontal Integral-Fin Tubes
In this paper, the authors develop a general analytical model to predict the amount
of surface that is flooded during condensation on a horizontal, integral-fin tube.
The model is based on capillary equations that predict the amount ofliquid rise on a
vertical u-shaped channel. The space between adjacent integral fins forms such a
channel. The authors compare the model to test data taken during condensation on
three integral-fin tubes (748-to-1378 fpm) and a range of fluid properties. The
analytical model predicts the amount of liquid retention on a horizontal, integral
fin tube within ± 10percent over most ofthe data. The analysis is performedfor the
case ofnegligible vapor shear.

(1)

Since the first commercial development of integral-fin tubes
in the late 1940s, designers have used such tubes for single
phase convection, boiling, and condensation heat transfer. An
example of a 1024 fpm (26 fpi) integral-fin tube is shown in
Fig. 1. This paper deals with shellside condensation in
horizontal tube condensers when shear forces are not im
portant.

In 1947, Beatty and Katz 0] developed a model to predict
the condensation coefficient on horizontal, integral-fin tubes.
Their model assumes that gravity is the dominant force that
drains condensate from the condensing surface. Simply
stated, the Beatty-Katz model is based on Nusselt's equations
[2] for a vertical plate (for the sides of the fin), and a
horizontal tube (represents the base tube area between ad
jacent fins). Equation (1) gives their final resulting equation,
which has an empirically adjusted leading coefficient; it
predicts their test data for six low surface tension fluids within
± 10 percent.

_ nUS ( A r I 1'/Af 1)
hBK -0.689r- A nO.25 +1.3~ L O.25

ef r ef

where

_ (k
3 AP2g )F- --

JulTvs

The empirically determined parameter (0.689) is only 5
percent less than the theoretical value (0.725) derived from the
adapted Nusselt equations. The data span fin densities from
422 to 630 fpm.

In 1948, Katz, Hope, and Datsko [3] made static liquid
retention measurements of the amount of liquid that is held
between the fins on an integral-fin tube. They performed their
tests on tubes with several different fin densities and fin
heights (276 < fpm < 984 and 1.2 mm < fin height < 5.7
mm). They found that as much as 100 percent of the surface
was flooded by retained liquid under their static condition (no
condensation occurring on the test surface). However, Katz
and Geist [4] rationalized that retention would not occur
under dynamic conditions (condensation occurring on the test
surface), since the Beatty-Katz model [1] predicted the results
so well with the assumption that all of the surface was active
(no condensate retention). They did no experiments to verify
this assumption.

Karkhu and Borovkov [6], Rifert et al. [7], and Rudy and
Webb [5] have proposed that surface tension forces drain the
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condensate from the fins of the integral-fin tube. Karkhu and
Borovkov [6] develop a surface tension-drained model that
accounts for condensate retention. However, their model
assumes that the flooded zone is constant and independent of
fin geometry and fluid properties.

Rifert et al. [7] propose a modification to the Karkhu and
Borovkov [6] model to account. for the change of liquid
retention with tube geometry and surface tension. Their final
results produce an equation similar to the form we develop in
this paper, but the documentation of their results leaves
unanswered questions concerning the basis of their model and
the actual agreement between their predicted and test results.

Recent work by Honda et al. [8] is an independent
development of an equation similar to that of Rifert et al. [7]
and the model developed in this paper.

The purpose of this paper is to:
1) Present data on condensate retention
2) Develop an analytical model to predict the portion of the

tube circumference that is covered by retained condensate.

Experimental Program

This section describes our experimental program and the
analysis of the test data that led to the development of our
analytical model for condensate retention.

Figure 2 shows a drawing of the test apparatus. Con
densation occurs inside a glass bell jar, that is flanged to a flat
brass backplate. This provides a test cell that can be
pressurized to 207 kPa. The test sections of integral-finned

Active Fin Surfoce

Fig. 1 Photograph of R·11 condensation on a 1024 fpm. Integral·fin
tube; 26 percent of the circumference is flooded
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Fig. 2 Cross-sectional view of condensate retention test apparatus 

tube are approximately 51 mm long. A solid plug insert fits 
inside each test tube. This plug produces an annular channel 
for high-velocity cooling water and results in uniform cooling 
of the surface. Insulated 3.2-mm copper tubing carries the 
cooling water through the backplate to and from the test tube. 
A pan, positioned under the test tube, collects the condensate 
to allow calculation of the liquid loading and heat flux. The 

Condensate 
Flooding 

Fig. 4 Cross-section of integral-fin tube showing condensate 
drainage pattern and retention angles «i and <*2 

Aef = 
Af = 
A0 = 
AP = 
Ar = 
d0 = 
Dr = 

e = 
fpi = 

fpm = 
Fi = 

Fe = 
F2 = 

hBK = 

k = 
L = 

Lx = 
m = 
P = 

Pf = 

-Nomenclature 
acceleration (m/s2) 
effective surface area A ef = r\sA0 (m2) 
fin surface area (m2) 
total outside surface area of tube (m2) 
fin cross-sectional area defined in Fig. 10 (m2) 
tube surface area at base of fins (m2) 
outside diameter of tube (m) 
tube diameter at base of fins (m) 
fin height (m) 
fins per inch 
fins per meter 
surface tension force pulling up on retained liquid 
(N) 
body force pulling down on retained liquid (N) 
surface tension force pulling down on retained 
liquid (N) 
gravitational acceleration constant (9.81 m/s2) 
condensing coefficient based on equation 1 
(W/m2-K) 
average height of retained liquid in interfin channel 
(m) 
thermal conductivity of condensate (W/m-K) 
weighted average height of vertical fin (m) 
length defined in Table 2 (m) 
mass (kg) 
distance along fin surface defined in equation (8) 
(m) 
fin p i tchy + sb (m) 

PL 
Re 

r0 

t 
AT,„ 

^ b o t 

«1 

«2 = 

length along fin surface in general case (m) 
condensate Reynolds number defined in Table 2 
(dimensionless) 
outside radius of integral-fin tube (m) 
space between adjacent fins (m) 
thickness of fin; t, at tip; tb at base (m) 
temperature difference between condensing 
temperature and tube wall temperature (K) 
defined in Fig. 3 (m) 
defined in Fig. 3 (m) 
defined in Fig. 3 (m) 
condensate retention half-angle of incipient fin 
exposure (deg) 
maximum half-angle of condensate retention at 
tiase of fins (deg) 
average condensate retention angle 

a, + a 2 (deg) 

latent heat of vaporization of condensate (J/kg) 
dynamic viscosity of condensate (kg/m-s) 
fin efficiency (dimensionless) 
surface efficiency (dimensionless) 
contact angle between liquid condensate and fin 
surface (deg) 
angle of sides of fin defined in Fig. 12 (deg) 
density of condensate (kg/m3) 
surface tension of condensate (N/m) 

362/Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Tube geometries 

Tube 
type 

Integral- fin 
a n 
" " 
" " 
a a 

a a 

" " 
a a 

Spine-fin 
Thermoexcel-C 

Root 
diameter 
(mm) 

15.88 
15.82 
15.67 
15.82 
22.46 
16.26 
17.09 
17.17 
17.09 
17.0 

Fin or spine 
fin density 

(fpm) 

630 
748 
984 
1024 
1024 
1063 
1378 
1614 
1378° 
1429 

(fpi) 
16 
19 
25 
26 
26 
27 
35 
41 
35" 
36 

Height 
(mm) 

1.47 
1.42 
1.30 
1.42 
1.42 
1.32 
0.89 
0.91 
0.89 
1.20 

"Manufactured at Penn State by Modifying 1378 fpm tube. 
Spine geometry: 0.305mm x 0.305mm x 0.89mm 
Spine density: 1.627 x 106 spine/m2 

pan holds approximately 9.5 mL of liquid when full. Moving 
a magnet along the outside of the glass surface causes the 
cantilivered pan to be dumped and then reset. Several 
measurements of the time-to-fill give an average value of the 
rate of condensation. The boiling occurs on a cartridge heater 
in the lower portion of the test cell. An auto-transformer 
controls power to the cartridge heater. Copper-constantan 
thermocouples measure the cooling water inlet, outlet, and 
test liquid temperatures with direct temperature readout on an 
electronic datalogger. An absolute-reading mercury 
manometer measures the test cell pressure. Electrical 
resistance heating tape keeps the temperature of the 
manometer and its interconnecting tubing constant and above 
the vapor saturation temperature. 

The liquid retention angles are measured by sighting 
through the cathetometer, as indicated in Fig. 3. 

Table 2 Summarized data for condensate retention tests 

Condensing 
fluid 
R-11 

R-11 

n-pentane 

n-pentane 
Water 

Water 

Geometry 
fpm(fpi) 

748(19) 

1024(26) 

1378(35) 

1378(35) 
spine 

1417(36) 
Thermoexcel-C 

748(19) 

1024(26) 

1378(35) 

1378(35) 
spine 

748(19) 
1024(26) 
1378(35) 
1378(35) 
spine 

Condensate 
loading 
(kg/s) 

0.0 
4.8X10" 4 

7.7 
10.5 

0.0 
4.8 
9.1 
13.4 

0.0 
4.9 
7.9 
12.9 

0.0 
5.2 
6.9 
6.8 
6.7 
8.1 
9.5 
13.0 

0.0 
4.9 
7.1 
10.5 

0.0 
1.9 
2.9 
4.4 

0.0 
1.4 
2.8 
4.2 

0.0 
1.6 
2.6 
3.5 

0.0 
1.1 
2.1 
2.5 
3.3 

0.0 
0.0 
0.0 
0.0 

"Average value of the condensate retention angles (a 

. 4m 
6Re= whereLv = length i of test section (m) 

Re* 

~0 
86 
144 
211 

0 
86 
170 
256 

0 
86 
148 
244 

0 
97 
130 
130 
129 
151 
191 
246 

0 
87 
134 
211 

0 
65 
106 
173 

0 
48 
102 
165 

0 
55 
95 
137 

0 
38 
78 
93 
129 

0 
0 
0 
0 

« i 
(deg) 

28.3 
25.0 
22.4 
23.4 

37.7 
30.8 
33.7 
31.2 

37.7 
40.0 
39.0 
39.2 

22.3 
21.3 
23.6 
23.9 
23.3 
23.8 
23.2 
22.6 

39.4 
32.7 
30.5 
35.0 

48.1 
46.6 
47.5 
49.5 

53.6 
51.9 
49.6 
51.1 

60.6 
61.8 
67.2 
61.7 

43.7 
44.1 
38.0 
42.1 
44.1 

94.9 
180 
180 
88.2 

« 2 
(deg) 

44.6 
42.6 
40.5 
40.1 

71.7 
61.5 
60.0 
60.9 

71.7 
72.4 
72.3 
71.0 

38.8 
41.2 
42.2 
43.9 
42.0 
43.9 
46.1 
46.1 

67.3 
69.8 
69.6 
70.1 

72.8 
79.1 
75.3 
72.5 

95.2 
99.4 

100.8 
102.3 

111.6 
117.4 
117.7 
117.6 

61.8 
77.0 
74.5 
76.2 
76.7 

113.3 
180 
180 
132.7 

:avg) during condensation 

Saturation 
^avg 

(deg) 
36.5 
33.8 32.4" 
31.5 
31.8 

54.7 
46.2 46.4" 
46.9 
46.1 

54.7 
56.2 55.7" 
55.6 
55.1 

30.5 
31.3 33.4" 
32.9 
33.9 
32.7 
33.9 
34.7 
34.4 

53.4 
51.3 51.2" 
50.1 
52.3 

60.5 
62.9 61.8" 
61.4 
61.0 

74.4 
75.7 75.9" 
75.2 
76.7 

86.1 
89.6 90.6" 
92.5 
89.7 

52.8 
60.6 59.1" 
56.3 
59.2 
60.4 

104.1 
180 
180 
110.5 

Temp. 
( °Q 

21.3 
20.6 
25.1 
32.8 

19.4 
20.3 
24.5 
28.3 

19.4 
19.1 
24.7 
28.8 

17.2 
23.7 
27.4 
28.2 
28.4 
23.4 
34.1 
28.2 

21.9 
20.7 
27.7 
34.1 

24.5 
26.2 
32.2 
39.8 

25.1 
26.8 
32.8 
40.8 

23.6 
26.3 
32.3 
40.9 

25.7 
28.2 
35.8 
35.7 
41.1 

17.8 
24.2 
23.9 
16.3 

Lxli m = condensate loading (kg/s) 
H = liquid viscosity (kg/m-s) 
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The test apparatus measures the horizontal projection of 
the liquid meniscus. Substitution of the measured fraction of 
tube radius that is flooded into equation (2) gives the retention 
angle. 

a = cos" 

( ^ Y ^ ) - ( ^ - j f b o , ) 

/ -^top ~ ^ b o t \ 

fraction of tube 
radius that is 
flooded 

(2) 

We checked the accuracy of this method by drawing several 
known angles on a piece of paper the size of the test tube and 
then measuring these angles with the cathetometer. The 
results agreed within ±5 deg of the correct angle. To check 
the repeatability of the system, some of the first tests were 
repeated at the end of the test program and the results were 
within the accuracy of the apparatus. Figure 4 shows the two 
retention angles measured. Angle a, is the angle at which the 
fins appear to be fully flooded, and a2 is the maximum angle 
that the retained liquid affects the surface. A transition region 
from full flooding to zero retention exists between a, and a2. 

Table 1 shows the pertinent geometry of both the tubes 

tested and other tubes for which data are reported. They 
include 748, 1024, 1378 fpm integral-finned tubes, the 1429 
fpm "Thermoexcel-C" tube [9], and a 1378 fpm "spine-fin" 
tube. All of the test sections are made of copper. 

We tested each tube in three different fluids (water, R-l l , 
and n-pentane) under static (noncondensing) conditions, and 
only the last two fluids with condensation. The following list 
gives the test procedure used for each test tube after installing 
it in the test apparatus: 

1 Clean the condensing surface in a solution of acidified 
thiourea, detergent, and corrosion inhibitors. Then throughly 
rinse it with water and dry it with a paper towel and heat 
lamp. Wash the surface with clean R-l 1. 

2 Install the glass cover and evacuate the test shell to 2 mm 
of mercury. 

3 Fill the system with commercial grade R-ll until about 
15 mm of liquid covers the cartridge heater. 

4 Set the power input to 200 W. After obtaining steady 
conditions, measure retention angles, condensate collection 
rate, temperature, and pressure. 

5 Repeat step 4 at 300 W, 100 W, and then the static 
condition with the power off and condensate no longer 
dripping from the tube: 

6 Drain the test fluid and dry out the system. 
7 Repeat steps 2 to 6 with n-pentane. 
8 Finally, brush water onto the tube surface until it is 

thoroughly wetted. Measure the static retention angles. 

120 

"IOO 

< 

80 

( I9 fp i )748 fpm 
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(35 fpi) 1378 fpm 
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a2 
a. 
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in 
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Fig. 5 Measured condensate retention angles versus R-11 liquid 
loading 

Experimental Results and Discussion 

Table 2 and Figs. 5-7 show the test results. In Table 2, we 
consider a.x to be sightly subjective, because it is difficult to 
fix the point at which the retained liquid begins to expose the 
fin surface and recede in a continuous manner. We define a, 
as the angle of incipient fin exposure. We were able to observe 
a2 much more distinctly than at on all of the tubes. Since 
between ax and a2 the fin surface is not completely flooded, 
«avg = («i + «2)/2 gives an estimate of the amount of 
surface totally flooded if we assume a linear recession of the 
retained liquid. The aavg is more properly related to the extent 
of fin surface flooded, while a2 represents the amount of base 
surface flooded. 

Figure 5 shows the variation in a{ and a2 for R-l 1 at the 
static condition and at several dynamic conditions. Notably, 
the dynamic retention angle does not decrease or approach a 
negligible value as assumed in the Beatty-Katz model [1]. The 
1378 fpm spine-fin tube results show that it has roughly the 
same condensate retention characteristics as the 748 fpm tube, 
but more than 35 percent less retention than the 1378 fpm 
integral-finned tube. The retention angle of the 1429 fpm 

80 

60 
E 
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o (I9fpi)743fpm 
o (26fpi) 1024 fpm 
e (35fpi) 1378 fpm 
? (35 fpi) 1378 fpm Spine-fin 
A (36 fpi) 1429 fpm Thermoexcel 
H (16 fpi) 630 fpm (Ref. 3data) 
D (25 fpi) 984 fpm (Ref. 3 data) 

40 
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20 
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STATIC RETENTION ANGLE, a2 (degrees) 

Fig. 6 Surface tension-to-density ratio of condensate versus con
densate retention angle a2 
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reduced 5 to 10 percent when based on aavg' e.g., (al +
(2)12. The overall results in this figure show that a significant
portion of the surface is covered by retained condensate.

The amount of condensate retained under dynamic con
ditions is shown in Fig. 7. The value of the average retention
angle (aavg) increases with the increase of both a/p and fpm.
Notice that the flooding on the 1378 fpm spine-fin tube is
approximately equal to that of the 748 fpm tube.

Under dynamic conditions, we observed a significant
difference in the mode of condensate drainage from the
bottom of the test sections. For example, the condensate
drained as periodic droplets from the integral-fin tubes, with
some continuous streaming occurring only at the highest
liquid loading. For the 1378 fpm spine-fin tube, the con
densate drained in continuous streams over the entire range of
liquid loading. This continuous stream drainage is a very
likely factor in reducing its liquid retention angle compared to
the other high fpm tubes.

SPINE-FININTEGRAL-FIN

/ ~'9 IpH 748 Ipm//~~26 fpill024 fpm
/~1' ,/,... / e (35 fpil 1378 fpm

1-'l"........; .... "" "l (35 fpill378 fpm Spine- fin
.<':f?....~.:'........ '" (36 fpill429 fpm Thermoexcel-Co ...,t...,.--

o 20 40 60 80 100 120
DYNAMIC RETENTION ANGLE aavg (degrees)

EB;::::::::::::::::3TIJ

x 10

bl<>..

'"Q

~ 30
0'
-'"
;:;
E
I 20
z

(7)

(5)

(6)

(3)

on the

Development of Condensate Retention Model

Figure 1 shows a 1024 fpm integral-fin tube on which R-ll
is condensing at 35°C. Notice that the lower portion of the
tube (angle < aavg = 47) is fully flooded by condensate as
measured by procedures just described.

Based on the experiments, the authors found that the
vertical rise height of the condensate (Havg ) is the same for the
two finned test sections shown in Fig. 8. The only difference
between these two finned sections is that one is in tubular
form and the other is made by slitting a tube section and
carefully unrolling the tube into a flat base surface. In Fig. 8,
the two finned sections are each touching the surface of the
liquid pool (R-ll at ambient conditions in this case). When
the two test sections are removed from contact with the liquid
pool, both continue to have equal rise height of retained liquid
as shown in the photograph in Fig. 9. Also this rise height
remains at approximately the same value shown in Fig. 8. The
same type of test was performed with other fin spacings and
test fluids. The resulting observations were the same. This
equality between the flat-base finned section and the round
tube suggests that the model to predict the rise height (Havg )

may be formulated for the less complex geometry of the flat
base test section. This is the approach taken in the following
model development, which assumes negligible vapor shear.

Figure 10 shows an arbitrary fin cross-sectional shape and
the appropriate surface tension and gravity forces. Bressler
[10-12] proposed a similar set of forces acting on the liquid
surface in a capillary-rise evaporation model. In the general
case, the upward force on the retained liquid is equal to the
surface tension (a) acting over the length the fin surface
(PL )·

F) =aPL

The downward forces are the body force
volume of retained liquid.

Fg=pgVol=pg(Pfe-Ap)Havg (4)

and the surface tension force based on the surface tension (a)
acting over the repeating tube dimension (fin pitch Pf)'

F 2 =aPf
Then a summation of the forces in the general case gives

EF=F1 -Fg -F2 =0

aPL - pg(Pfe-A p ) H avg - aPf=O

Solving equation (6) for H avg in the general case gives

H = a(PL -Pf)
avg pg(Pfe-A p )

Figure 11 shows photomicrographs (50 X enlargements) of

Fig. 9 Photograph 01 condensate retention on 1024 Ipm integral·lin
tube side by side with 1024 Ipm vertical fin plate (out 01 liquid pool)

Fig. 8 Photograph 01 condensate retention on 1024 Ipm integral·lin
tube side by side with 1024 Ipm vertical lin plate (in liquid pool)

Fig. 7 Surlace tension·to·density ratio 01 condensate versus average
condensate retention angle Ciavg

Thermoexcel-C (notched-fin) tube is approximately 50
percent higher than that of the 1378 fpm spine-fin tube. This
may be due to the fact that the notch depth is only 40 percent
of the fin height.

Figure 6 shows the variation of the static retention angle
(a2) as a function of the a/p parameter for several different
tube geometries. In aJ] cases, the retention angle increases
with increasing a/p. For example, at the lowest value of a/p
tested, the amount of surface flooding (based on (2) ranges
from 20 percent for the 1378 fpm spine-fin tube, to 40 percent
for the 1378 fpm integral-finned tube. At the a/p for water
(high value of a/p), the amount of surface flooding has
significantly increased and ranges from 60 percent for the 748
fpm tube to 100 percent for the integral-fin tubes having 1024
fpm or greater. Also, the spine-fin tube has approximately 70
percent of its surface flooded with water.

Figure 6 also includes the data of Katz et al. [3] for 630 and
984 fpm tubes. The Katz et al. data [3] agree fairly well with
our data. Their 630 fpm data have retention angles less than
our 748 fpm tube, and their 984 fpm tube falls between our
748 and 1024 fpm tube data. The angles shown in Fig. 6 (a2)
are our maximum retention angles.

Therefore, while the percentage of flooded area indicated is
correct for the base surface, most of these values would be
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(8)

(13)

(14)

(11)

-I (1 Havg
)(Xavg = cos - --;:;-

H =a(P+sb)-(JPJ _ a(P-tb)
avg pg(PJe-A p ) - pg(PJe-A p )

A p = e(tt +Ssin¢) (12)

Because of the observed equality in liquid rise for the flat
base fin section and round tube fin section (Figs. 8 and 9), the
geometry relationships shown in Fig. 13 can be used to
develop the final form of the predictive model for retention
on the integral-fin tube given in equation (13).

Fin

When the definition of H avg from equation (11) is substituted
in equation (13), and the diameter (do) substituted for 2 To the
equation for the average retention angle is defined by
equation (14).

-I (1 2(J(P-tb»)
(Xavg = cos - ----'------

dopg(Pfe-A p )

e
PL=P+sb=tt+2-- +Sb (9)

cos¢

PJ=tt +2Ssin¢ +Sb =tb+Sb (10)

into the generalized equation (7) results in the following
equation to predict H avg for trapezoidal-shaped integral-fin
tubes.

Fig. 12 Fin geometry definitions for application of generalized con·
densate retention equation to specific case of trapezoldal·shaped
integral fins

where

Fig.13 Cross·sectional drawing showing condensate flooding angle
"8Vg on integral·fln tube

Section B-B

d.. 1378 rpm

b. ModHled 148 fpro

c. 1024 r"",

•• 708 r...

Section A-A

Fig. 11 Photomicrographs of Integral.fln geometries tested

/

Fig. 10 Fin geometry for development of generalized retention
equation

the integral-fin tubes used in our experimental work. Figure
12 is a cross-sectional drawing defining the specific integral·
fin geometry used to make retention calculations in this work.

Substitution of equations (8), (9), and (10)
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Fig. 15 Predicted average retention angle a a v g versus fin spacing for 
several values of alp at cf0 = 19 mm 

Substituting the following values for the case of a rec
tangular-integral-fin (</> = 0) 

P=t,-f2e = tb+2e 

Pf = t,+Sb 

AP = et,=etb 

gives 

n™-ii ' i 2ajtb+2e-tb) \ 
aav„ = cos Ml — I 

\ doPg(t,e+sbe-etb)/ 
with the resulting form of equation (14) for the case of a 
rectangular fin being 

( -
4<T \ 

d0pgsb 
(15) 

For a rectangular-shaped fin, equation (15) demonstrates 
the relationship between the retention angle (aavg) and the 
dimensionless parameter (4ald0pgsb). For a given fluid (a/p), 
the flooding angle increases with increasing fin density 
(decreased sb) at a constant tube diameter. However, the 
retention angle should be smaller on a larger diameter tube for 
the same fluid and fin density. This last statement evolves 
from the fact that equation (7) predicts the same liquid rise 

height (Hms), independent of tube diameter, for constant 
fluid properties and fin density. However, equal liquid rise 
height (//avg) and different tube diameters translates into 
different flooding angles (aavg). Static retention tests con
ducted on 19 mm and 25 mm 1024 fpm test pieces side by side 
in acetone showed equal //a v g . Therefore, as predicted by 
equation (15), the larger diameter tube will have a smaller 
flooding angle. 

Another observation on equation (15) is that the flooding 
angle approaches full flooding (aavg = 180 deg) as the 
property group (a/pg) becomes equal to twice the geometry 
parameter group (sbd0/4). This last condition should be 
avoided and is investigated as described later in the Ap
plication to Design section of this paper. 

Predicted Versus Experimental Results 

Figure 14 shows the test results compared to predictions 
made with our analytical model. The solid lines in this figure 
show the calculated results using the predictive model 
(equation (14)). These results show an increase in flooding 
angle (aavg) for increases in either the fin density (fpm) or the 
surface tension-to-density ratio (o/p). The test data for the 
748, 1024, and 1378 fpm fin densities are indicated by the 
symbols in Fig. 14. Over most of the test range (10 x 10~6 < 
alp < 80 x 1 0 6 N-m2/kg and 748 < fpm < 1378) the 
predictive model and test results agree within ± 10 percent. 
The data deviation from the predictive line occurs partly 
because of the sensitivity of measuring angles at the minimum 
(little flooding) and maximum (nearly full flooding) retention 
angles. The maximum error (22 percent overprediction by the 
model) occurs for the minimum fin density and alp values 
tested. At that test condition with 748 fpm and R-l l , the 
retention angles are the smallest of all the geometry/fluid 
combinations tested. The error is smaller over the rest of the 
range. The generality of the model is emphasized by the fact 
that the actual fins tested had different fin heights and the 
fluid property parameter alp was tested for several fluids. 
The fin height as indicated by both the model and test results 
is not an important parameter. 

Application to Design 

Figure 15 shows the effect of changing fin density on the 
average retention angle for increasing values of surface 
tension-to-density ratio (a/p). Many fluorocarbon 
refrigerants have alp values less than 12 X 1 0 6 N-m2/kg. 
Thus the retention angle is a small value for these fluids, and 
it is understandable why integral-fin tubes perform well in 
refrigeration applications. Water, however (alp = 70 x 10~6 

N-m2/kg) is in the region where the retention angle has 
maximum values for the range of fin densities tested. There 
may be good reason to use integral-fin tubes, having low fin 
densities (large fin spacing) with fluids having high alp if the 
surface tension effects on the draining condensate film 
significantly improve the condensing coefficient. 

Figure 15 may also be used to define the permissible fin 
density for a specific aavg. For example, if one wishes to limit 
flooding to 25 percent of the tube surface, one can read the 
permissible fins per meter. These fpm are listed in Table 3 for 
19-mm-dia tubes. As equation (11) indicates, the retention 
height (7/avg) is not a function of tube diameter. Therefore, a 
larger diameter tube should have less of its surface flooded 
than a smaller diameter tube with the same fin density. This 
conclusion was verified by static retention tests using a 19 mm 
and a 25 mm tube with the same 1024 fpm fin density. Both 
had the same // a v g . 

The analysis just made provides the amount of heat transfer 
surface area that is relatively ineffective compared to the 
"active," unflooded condensing surface. The analytical 
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Table 3 Permissible fin densities that limit flooding to 25 
percent of surface for d„ = 19 mm 

alp Maximum fin density 
N-m2 (fpm) (fpi) 

kg ~~ 

6xl0~ 6 1575 40 
12xl0~6 984 25 
24X10"6 630 16 

model developed in this paper provides important in
formation for the calculation of the condensation heat 
transfer as described by Webb et al. [15]. In [15], a model is 
developed that combines the beneficial contribution of 
surface tension forces in draining liquid from the active 
condensing surface with the deleterious effects of condensate 
retention on the flooded portion of the surface predicted by 
the model developed in this paper. 

Limitation of Results 

Other parameters, not tested in this work, that may affect 
the validity of the retention model, are vapor shear and very 
high liquid loading. Depending on its direction and 
magnitude, vapor shear may either increase or decrease the 
actual retention angle. For example, when vapor shear and 
gravity are acting in the same direction, the actual retention 
angle should be less than the value predicted by the model. 

Our tests were performed over a limited range of liquid 
loading (0 < Re < 260) and showed little or no effect of 
liquid loading changes. A factor of 10 increase in the liquid 
loading caused less than 3 deg change in the average retention 
angle. However, if the liquid loading is increased by a factor 
of 100 or more, additional dynamic forces should be included 
in the model. Other than these limitations just described, the 
comparison of the predictive model and the test data shows 
excellent results. 

Conclusions 

1 Condensate retention can significantly reduce the 
amount of active condensing area on an integral-fin tube. 

2 The analytical model developed in this paper predicts 
the amount of flooding on an integral-fin tube and shows the 
key parameters affecting flooding. Equation (15) shows that, 
for a rectangular fin, aavg increases as (Aalpg sbd0) increases. 
At (Aalpg sbd0) = 2 the tube is fully flooded. Equation (15) 
also shows that the important geometry variables are sb and 
d„. The flooding angle (aavg) increases as sb or d0 decrease. 
Fin height is shown not to be a significant parameter. 

3 The analytical model (equation (14)) predicts most of 
the test data for water, n-pentane, and R-ll on 19-mm-dia 
integral-fin tubes within ± 10 percent. 

4 A new predictive model is needed that accounts for the 
positive effects of surface tension induced drainage to be 
combined with the predictive model developed for condensate 
retention. Equation (14) for predicting the total amount of 
flooded surface is a fundamental "building block" for an 
analytical model to predict the condensing coefficient on 
integral-fin tubes. The paper by Webb et al. [15] develops this 
combined model. 
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Prediction of the Condensation 
Coefficient on Horizontal 
Integral-Fin Tubes 
A theoretical model is developed for prediction of the condensation coefficient on 
horizontal integral-fin tubes for both high and low surface tension fluids. The 
model includes the effects of surface tension on film drainage and on condensate 
retention between the fins, First, the fraction of the tube circumference that is 
flooded with condensate is calculated. Typically, the condensation coefficient in the 
flooded region is negligible compared to that of the unflooded region. Then the 
condensation coefficient on the unflooded portion is calculated, assuming that 
surface tension force drains the condensate from the fins. The model is used to 
predict the R-ll condensation coefficient on horizontal, integral-fin tubes having 
748, 1024, and 1378 fpm. The predicted values are within ±20 percent of the ex
perimental values. 

Introduction 
Figure 1 illustrates an integral-fin tube, typical of that 

commercially used for condensation of low surface tension 
fluids. Such tubes are not used for high surface tension fluids 
because of the belief that excessive condensate bridging will 
render them ineffective. However, a theoretical un
derstanding does not exist to predict when condensate 
bridging will occur, nor its effect on the condensation 
coefficient. In 1947, Beatty and Katz [1] developed a 
theoretical equation to predict the condensation coefficient on 
integral-fin tubes. Their equation has been commonly used 
for prediction of the condensation coefficient with low 
surface tension fluids. A disturbing feature of the Beatty and 
Katz theory is that it assumes no condensate bridging between 
the fins, and does not contain surface tension as a variable. 

The authors have performed an experimental and 
theoretical study of condensation on integral-fin surfaces in 
an attempt to understand the effect of surface tension on the 
condensation performance of integral-fin tubes. The key 
elements of this work were divided into two areas: 

1 The effect of surface tension and geometry on con
densate retention between the fins. 

2 The development of an analytical model to predict the 
condensation coefficient accounting for the effects of surface 
tension on film drainage and condensate retention. 

The work relating to item 1 of the investigation is reported 
in [2]; this reference provides an analytical model to predict 
the fraction of the tube circumference that is condensate 
flooded, as a function of the fin geometry and fluid 
properties. A very small condensation heat flux will occur in 
this flooded zone. 

The present study incorporates the analytical model of [2] 
in the development of a theoretical model for prediction of the 
condensation coefficient on integral-fin tubes. The model is 
applicable to both high and low surface tension fluids, but 
does not account for vapor shear and inundation effects. 

The Beatty and Katz Model 

The condensation coefficient on a horizontal integral-fin 
tube may be written as the area-weighted average con
densation coefficient on the finned surface (h/) and on the 
tube surface between the fins (hh). Equation (1) defines this 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 1 Typical integral-fin tube 

relation in algebraic form. It is necessary to establish 
predictive equations for hh and hj. 

hr, = hh^ +hfVf^f (1) 

•s 

"khA+h^A 
The Beatty and Katz model [1] to predict hh and h 

assumes: 
1 Gravity forces drain the condensate from the vertical 

fins, and from the base tube between the fins 
2 No condensate is retained between the fins because of 

surface tension forces 
They used the Nusselt equations [3] for laminar film 

condensation on horizontal tubes (equation (2)) and vertical 
plates (equation (3)) to predict hh and hf, respectively. 

h„ =0.725 

h„ =0.943 

/ *VgX V 
\^ATVSDJ 

/ k3p2g\\-
V ATVSL/ ATVSL, 

Substitution of equations (2) and (3) in equation (1) gives 

AT; = 0.725 
/ f r V g A N l r A 
\^ATttsJ LA 

Dr • 4 + 1 . 3 ^ / , '/ 

(2) 

(3) 

(4) 

Beatty and Katz assumed that the characteristic length (L/) 
of the vertical fin may be calculated by equation (5); this is the 
average vertical fin height over the diameter D0 (diameter 
over the fins) 

Lf = ir(D2
0-D

2
r)/4D0. (5) 

Their test data for six low surface tension fluids condensing 
on several finned tube geometries (433 to 630 fpm) was 
predicted within ±10 percent by equation (4), when the 
coefficient was decreased 5 percent (from 0.725 to 0.689). 

Recent work by the authors [4] have shown that the two key 
assumptions of the Beatty and Katz model are incorrect. Thus 
surface tension, rather than gravity force, controls condensate 
drainage from the fin surface. And condensate bridging of the 
interfin region may exist around a significant fraction of the 
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Fig. 2 Finned plate test results with R-12 condensing at 27°C 

tube circumference. The success of equation (4) in predicting 
the condensation coefficient for low surface tension fluids is 
apparently because of compensating errors; the model un-
derpredicts the condensation coefficient on the fins, and 
neglect of the flooded zone results in overprediction of the 
"active" surface area. The Beatty and Katz model will yield 
increasing error (overprediction) as the fin density and/or 
surface tension is increased. 

The authors' experiments provide the basis for a new 
theoretical understanding of condensation on horizontal 
integral-fin tubes. The resulting model provides a basis for 
proposing fin shapes that will yield higher performance than 
those presently used, and for defining finned-tube geometries 
that may be used with high surface tension fluids. 

Table 1 
Angle 

6 
90 
90 

50,60 

\ 1 
\ 9 y. 

Summary of tests conducted 
(deg) 

(3 Lf (mm) 
0 

45 
0 

CONDENSING 
>f SURFACE 

25.4 
25.4 
1.58, 1.60 

TILT ANGLE ROTATION ANGLE 

Experiments on Finned Plates 

Webb et al. [5] condensed R-12 on the face of a 51-mm-dia 
cylinder having fins on one face. The fins were 1 mm high, 
0.30 mm thick with 0.84 mm pitch. This finned surface was 
tested in the three geometric orientations described in Table 1. 
Figure 2 shows the test results, and the predicted condensation 
coefficient using equation (4). The different tilt and rotation 
angles change the characteristic length (Lf). The characteristic 
length associated with the fins is listed in Table 1. Figure 2 
shows: 

1 The experimental condensation coefficient is essentially 
independent of geometric orientation. 

2 The data are 70 percent underpredicted by equation (4), 
as applied to a finned plate. 

These test results suggest that condensate drainage from the 
fin surface is not gravity controlled. Thus the first assumption 
of the Beatty and Katz model appears to be invalid. 

Experiments on Condensate Retention 

Rudy and Webb [2, 4] measured the circumferential angle 
of condensate flooding for several integral-fin tube 
geometries (748 to 1378 fpm) using R- l l , n-pentane and 

N o m e n c l a t u r e 

Af = 

AP = 

Ar = 

Bo = 

cb = 

D = 
D, = 
D0 = 

Dr = 
e = 

F. = 

heat transfer surface area, 
*D0L(m2) 
fin surface area (m2) 
outside surface area of tube 
(m2) 
profile area of fin over fin 
cross section (m2) 
surface area of tube at base 
of fins (m2) 
bond number, pg/(dp/ds) 
(dimensionless) 
fraction of tube circumfer
ence flooded 
diameter of plain tube (m) 
internal tube diameter (m) 
diameter of tube over fins 
(m) 
root diameter of tube (m) 
fin height (m) 
force due to gravity (N) 

F, = 

fpm = 
g = 

h = 

hb = 

hf = 

hh = 

h, = 

hn = 

force due to surface tension 
(N) 
fins per meter 
gravitational acceleration 
(9.806 m/s2) 
condensing coefficient based 
onA = 7rZ)0L(W/m2-K) 
condensing coefficient in 
flooded region based on Ar 

(W/m2-K) 
condensing coefficient on fin 
surface, based o n ^ 
(W/m2-K) 
condensing coefficient for 
ho r i zon ta l p la in tube 
(W/m2-K) 
heat transfer coefficient 
inside tube (W/m2-K) 
condensing coefficient based 
on total surface area 
(W/m2-K) 

h„ = 

k = 

k, 

L = 

m 

m = 

mr 

P 
Pf 
P 

Qb\ 

condensing coefficient for a 
vertical surface (W/m2-K) 
thermal conductivity of 
condensate (W/m-K) 
thermal conductivity of fin 
metal (W/m-K) 
length of vertical condensing 
surface or tube length (m) 
characteristic length (m) 
defined as (2hf/k,t)W2, 
(1/m) 
condensate flow rate on fin 
(kg/s) 
condensate flow rate leaving 
Ar (kg/s) 
pressure (Pa) 
fin pitch (m) 
wetted perimeter of fin cross 
section (m) 
heat transfer defined in 
equation (16cr)(W) 
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Fig. 3 
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Coordinate system for condensation in a convex fin surface 

water. They found that the interfin region was condensate 
flooded over a significant fraction of the tube circumference. 
For example, 26 percent of the circumference was flooded 
with R-ll condensing on a tube having 1,024 fpm. When n-
pentane was condensed on the same tube, 42 percent of the 
circumference was flooded. The effect of condensation rate 
on the flooding angle was also measured. The tests showed 
that the flooded zone was essentially independent of con
densation heat flux. These tests clearly showed that the second 
assumption of the Beatty and Katz model (zero condensate 
retention) is incorrect. 

Rudy and Webb [2] provide a detailed description of their 
condensate retention tests and develop an analytical model to 
predict the fraction of the tube circumference that is flooded. 

As shown in [2], the fraction of the tube circumference that 
is condensate flooded is 

1 
Cb — - COS " 

IT L peDn(pfe~An)l 
(6) 

PgD0(pfe-

Proposed Condensation Model 

Equation (1) assumes that there is no condensate bridged 
zone on the integral-fin tube. The proposed model assumes 
that equation (1) applies only to the fraction of the tube 
circumference that is not condensate flooded, (\-cb). The 
proposed model is given by equation (7), in which the first 
term applies to the unflooded fraction of the tube cir
cumference, and the second term applies to the condensate 
bridged fraction. 

){h„ Ar , Af 

A^d 
J+cbhb (7) 

Equations must be established to predict hf (for the fins in 
the unflooded zone) and hh (on the unflooded root surface of 
the tube between fins), and for hb (in the condensate flooded 
zone). 

Prediction of hf. Based on the test results of Fig. 2, it does 
not appear that gravity force controls condensate drainage 
from the fin surface. The authors propose that surface tension 
force is the dominant force affecting condensate drainage 
from the fin surface. 

Prior work dealing with condensation on vertical "fluted" 
tubes has shown that surface tension forces control drainage 
from the convex portion of the flute, if a special convex 
surface shape is used. With a proper convex surface shape, 
surface tension forces drain the condensate in the horizontal 
plane to the concave channel, where gravity force drains the 
condensate vertically downward. Gregorig [6] defined the 
geometric shape of the convex surface that yields a constant 
condensate film thickness (5) by virtue of the surface tension 
force. Zener and Lavi [7] proposed an alternate convex shape 
that maintains a constant pressure gradient along the convex 
surface; this geometry yields a 15 percent higher condensation 
coefficient on the convex surface than predicted for 
Gregorig's geometric shape. Adamek [8] shows that "thin
ner" convex flutes yield higher condensation coefficients than 
the shape proposed by Zener and Lavi. 

Mori et al. [9] have shown that the sophisticated shapes 
analyzed in [6-8] are not necessary to establish significant 
enhancement. They predicted and measured high con
densation coefficients on fluted surfaces of triangular and 
sine wave shapes and a parabolic convex shape with a flat base 
region. 

Therefore, it is not surprising that surface tension forces 
may dominate condensate drainage from the rectangular fins 
tested by Webb, Keswani, and Rudy. Recent theoretical and 
experimental work by Hirasawa et al. [10] on vertical finned 
channels directly supports this proposition. 

If the local thickness of a laminar condensate film (5) is 
known, the local condensation coefficient is given by k/8. 
Consider the fin profile and the coordinate system shown by 
Fig. 3. If the gravity force is small compared to the surface 
tension induced pressure gradient (dp/ds), the momentum 
equation on the convex surface is 

Nomenclature (cont.) 

Qbi = 

<?/ = 

Qh = 

Qt = 

RB = 

Ri 

Re = 

heat transfer to tubeside 
coolant (W) 
condensation rate on one fin 
(W) 
condensation rate on Ar (W) 
condensation rate on fin tip 
(W) 
radius of curvature of 
convex surface (m) 
radius of curvature of 
condensate film at fin base 
(m) 
radius of curvature of 
condensate film at fin tip (m) 
Reynolds number defined by 
equation (15) 
coordinate along condensate 
film (Fig. 3), (m) 
coordinate along base 
surface (Fig. 3), (m) 

&m 

t 

t„ 
T, 

T, 
Tv 
Ts 

Ar„s 
u 

V 

w 
X 
Y 

= length of convex surface over 
0<e<9„,(m) 

= thickness of fin, t, (at tip), tb 
(at base), (m) 

= tube wall thickness (m) 
= bulk temperature of tube-

side coolant (°C) 
= temperature of fin tip (°C) 
= vapor temperature (°C) 
= wall temperature (°C) 
= Tv-TsCCorK) 
= velocity of condensate film; 

u (average velocity) (m/s) 
= volume (m3) 
= spacing between fins (m) 
= coordinate direction (Fig. 3) 
= coordinate direction (Fig. 3) 

Greek Symbols 
8 = thickness of condensate film 

on fin surface (m) 

8r = 

r = 
f/ = 
V = 

x = 

/* = 

thickness of condensate film 
on^4r (m) 
parameter in equation (20) 
fin efficiency 
surface efficiency (equation 
(17)) 
rotation angle of normal to 
fin surface for 0 = 5 ^ S„, 
(rad) 
latent heat of vaporization of 
condensate (J/kg) 
dynamic viscosity of con
densate (Pa-s) 
kinematic viscosity (mVs) 
geometric constant 3.14159 
density of condensate 
(kg/m3) 
surface tension of con
densate (N/m) 
coordinate normal to convex 
base surface (Fig. 3), (m) 
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(16a)

1378 fpm

748 fpm Mod748 fpm

1024 fpm

Re = 4in r (15)
J.t(Pf-fb )

A rigorous calculation for hh would employ the iterative
method given below

where

Fig. 5 Photographs of integral·fln tubes tested

1 Calculate the condensation rate on the fin in =
7UhfAf t:.Tvs/A

2 Assume inr= in
3 Calculate Re from equation (15)
4 Calculate hh from equation (14)
5 Calculate qh = hhArt:.Tvs
6 inr=in+ql,lA
7 Repeat steps 3 through 6 until in r converges.

Calculation of h b • The term hb is the heat transfer
coefficient for the condensate bridged fraction of the finned
tube. For the limiting case of zero fin thickness, hb = k/e. The
presence of fins of finite thickness having k( / k > > 1 provides
a parallel, high thermal conductivity path to transfer heat
from the liquid-vapor interface to the tube surface.
Calculation of the heat flux requires analysis of the two
dimensional conduction problem illustrated in Fig. 4. The
figure shows that the interfin region is filled with condensate,
and the condensate-vapor interface temperature is equal to the
vapor saturation temperature (Tv)' Condensation occurs on
the tip of the fin, where hh is given by equation (2). Heat is
convected from the base surface by the tube-side coolant,
whose convection coefficient is hi' Using a two-dimensional
heat conduction computer code, it is possible to solve for the
heat flux to the base surface (qbZ)' For zero fin thickness, and
negligible temperature drop across the tube wall, the heat flux
is one-dimensional, and is given by

(14)

Fin
I

~~ ------..~\
I

Tube

Ts qb2

Fig. 4 Model used to estimate condensation rate in condensate
bridged region

Calculation of hh' The coefficient hh is calculated from
the Nusselt equation for horizontal tubes taking account of
the additional condensate film thickness because of con
densate drainage from the fins. Equation (2) may be written in
terms of the condensate Reynolds number [3] as

(
J.tz ) -1/3

hh=1.514 -3-z-Re
kpg

dp dZu
ds. = J.t dwz (8)

If the condensate film thickness is small, dp/ds· '= dp/ds.
The dp/ds is defined by equtaion (9), where r is the local
radius of curvature of the convex liquid-vapor interface.

dp d(lIr)
- =u-- (9)
ds ds

Solving equations (8) and (9), one obtains

_ flu d(1lr)
u=---- (10)

3J.t ds

A heat balance on the condensate surface gives

din kt:.Tvs d(it5)
CiS = };5 =p ----ciS (11)

Adamek [9] shows that solution of equation (11), with it
from equation (10) yields

54 = -4kJ.tt:.Tvs [d(llr)] -4/3 rs [d(lIr)] 1/3 ds (12)
UpA ds Jo ds

The average heat transfer coefficient on the convex surface
is given by equation (13), with 5 from equation (12)

hfS", = rS
'" ds (13)

k Jo 5

If the shape of the condensate film is known, the equation
for r(s) is known, and the integrations of equations (12) and
(13) are easily accomplished.

Webb et al. [5] used an approximate (linear) surface tension
drained model to predict the condensation coefficient on the
rectangular fin surface of Table 1 finned disk. For the finned
plate tested, Cb == 0 in equation (7). The value of hh was
calculated by equation (2), using the iterative procedure
defined in the next section. Less than 2 percent of the total
condensation rate occurred on the base surface between the
fins. The predicted condensation coefficient was 10 percent
below the curve fit of the experimental values.

The authors do not propose the linear surface tension
model as an acceptable predictive method. However, it does
support the contention that surface tension force is the
dominant drainage force on the finned plates. And one would
expect the same conclusion for horizontal integral-fin tubes.
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Table 2 Test tube geometry 
Fins/meter (fpm) 748 748 1024 1378 
Geometry code Std. Mod. Std. Std. 
Outside diameter D0 (mm) 19.0 17.7 19.0 19.0 
Outside area (m2/m) 0.162 0.099 0.195 0.172 
Area ratio A0/irD0L 2.91 2.04 3.60 3.18 
Fin height e (mm) 1.53 0.85 1.53 0.89 
Fin Thk. at tip/, (mm) 0.20 0.28 0.20 0.20 
FinThk.atbasefft(mm) 0.42 0.42 0.52 0.29 

Letting qm/qb\ = <t>, the heat transfer to the coolant in the 
condensate bridged zone is 

qb2 = <t>kA {T"-Ts) = hbA (T„ - Ts) (166) 

or 

hb = 
<t>k 

We have solved the two-dimensional conduction problem 
of Fig. 4 for the case of R-ll condensing on copper tubes 
having 1,024 fpm with e= 1.5 mm and found that $-5. For 
this case, c 6=0.29. This calculation showed that the heat 
transfer rate across the condensate bridged zone is ap
proximately 0.2 percent of the experimentally determined 
total heat transfer rate (11). If a higher conductivity fluid, 
such as water, is condensed on the finned tube it would be 
necessary to use a larger fin spacing to limit cb to an ac
ceptable value, e.g., 0.3. The value of <f> will decrease as the 
fin spacing is increased. For steam condensing on a 19-mm-
dia tube having 203 fpm, analytical estimates predict that only 
1.6 percent of the heat transfer rate would occur in the 
condensate bridged zone. 

It appears that the second term of equation (7) will be 
negligible for most practical cases of interest. 

Condensation on Integral-Fin Tubes 

Test Program. R-ll condensation data were taken on 
four horizontal integral-fin tubes [11]. Table 2 lists the 
geometric details of the copper tubes. All except the second 
tube are commercially available designs. The second tube, 748 
modified (mod.), is the same as the standard (std.) 748 fpm 
tube, except it was machined to reduce the fin height from 
1,53 to 0.85 mm. Figure 5 shows crosssection photographs of 
the fins. 

The test apparatus consisted of an electric heated R-ll 
boiler, the test cell and a post-condenser. The test cell was 95 
mm wide, 460 mm high, and 180 mm long. A single 180-mm-
long horizontal tube was mounted in the center of the cell. 
High velocity water flowing inside the test tube was the 
coolant. 

The test section heat load was calculated using the flow rate 
and temperature rise of the coolant. The flow rate was 
measured by the weight-time method. The water temperature 
rise was directly measured using two 10 element, calibrated 
thermocouples. A typical coolant temperature rise was 1.0°C. 

Local heat transfer coefficients were determined at several 
circumferential locations for three axial positions (center of 
tube and one each 50 mm from the center of the tube). The 
test section was designed to allow 180 deg rotation of the tube 
about its axis. Thus by rotating the tube, the wall tem
peratures could be measured at the desired number of cir
cumferential locations. Typically, three circumferential 
locations (top, side, bottom) were used. The wall ther
mocouples, made of 0.13-mm-dia copper-constantan wire, 
were implanted in holes drilled into the tube wall between 
adjacent fins. The fin was bent to provide tight contact 
between the thermocouple junction and the tube wall. The 
insulated thermocouple wires were wrapped one-half tube 
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Fig. 6 Measured condensing coefficients of integral-fin tubes 

diameter around the tube before routing the wire from the 
tube. 

Noncondensibles were purged from the apparatus by 
several cycles of charging with refrigerant followed by 
evacuation. A post condenser, downstream from the test 
section, acted to remove any remaining noncondensible gas 
from the test section. The R-ll condensing temperature (Tv) 
was taken as its saturation temperature at its pressure. The 
condenser pressure was measured by a mercury filled absolute 
manometer. The indicated saturation temperature typically 
agreed within 0.3 °C of the measured vapor temperature. 

Using the measured circumferential wall temperatures, the 
average wall temperature (Ts) was determined. The con
densation coefficient is defined in terms of the envelope area 
over the fins (irD0L). 

The data were reduced to the rj = 1 condition as described 
below. From the data 

hVA= _g (17) 
-* v -* tv 

Using equations (7) and (17), one obtains 

Q 1 Vfhf- — — — hh — 
Tv~T„ (\-cb)Af A 

(18) 

The hh is calculated using equations (14) and (15). The fin 
efficiency i\j is given by 

tanh[m(e + r/2)] 
Vz (19) 

m(e + t/2) 

Equations (18) and (19) were iteratively solved for r/y and hf. 
The h, based on A = irD0L, was calculated by equation (7) 
using T) = Tjf = 1, assuming cbhb = 0. 

Test Results. The experimental condensation coefficients 
are shown by the plotted points on Fig. 6. The condensation 
coefficient (h) is based on the "envelope" area over the finned 
tube, A = TTD0L. 

The 1378 fpm tube provides the highest h; its h is 103 and 37 
percent higher than that of the 748 and 1024 fpm tubes, 
respectively. If the h values are recomputed on the basis of the 
total surface area (A0), the 1378 fpm tube still shows the 
highest h0. For this definition, h„ of the 1378 fpm tube is 71 
percent greater than that of the 748 fpm tube, and 49 percent 
greater than that of the 1024 fpm tube. Carnavos [12] also 
tested the 748 fpm geometry with R- l l . The Fig. 6 data are 15 
percent higher than that of Carnavos. 

Theoretical Predictions 

Linear Surface Tension Model. The condensation 
coefficient is predicted using equation (7), with hf predicted 
by the approximate linear surface tension model described in 
[5]. The term cb in equation (7) is predicted by equation (6). 
Table 3 compares the predicted h with the measured values. 

Table 3 shows that the approximate model predicts the 
condensation coefficient within - 8 to +30 percent for the 
0.9-mm fin heights. One would expect the linear ap
proximation to the surface tension pressure gradient to show 
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Table 3 Ratio of predicted to measured condensation coefficient for 

Geometry 
748 std. 
748 mod. 
1024 
1378 

Jsat = 35°Can& Tv-T„ = 17°C./i~W/m2-K. 
e(mm) 

1.5 
0.9 
1.5 
0.9 

iJj-(mm) 
0.10 
0.16 
0.10 
0.10 

RB (ram) 
0.52 
0.52 
0.26 
0.23 

h/h 
1.60 
1.30 
1.25 
0.92 

"exp 
3,355 
7,310 
3,810 
5,685 

Fin Tip 

Fin Centerline 

Surface Of Actual" 
Fin 

^Condensate Surface Of ^-Profile 

,Base Surface Of Fin For 
C-Profile 

-8(s) 

Actual Condensate Surface? 

r Y 
1 zr 

Centerline 

Base Of Fin 

Fig. 7 Condensate film profiles used for analytical prediction of the 
condensing coefficient (1,378 fpm fin illustrated) 

increasing error as the fin height is increased; this expectation 
is verified for the high fin data of the 748 std. tube. 

Although this model is not recommended for design 
purposes, it does predict the correct qualitative trends for 
changes of the fin geometry. For example, it predicts: 

1 h increases as the fin height decreases 
2 h increases as the fin spacing decreases 

Prediction for the Adamek Fin Profiles. The flat-sided fin 
geometries of Fig. 5 were not intentionally designed to use 
surface tension force for condensate drainage. Therefore, it is 
of interest to predict hj using equation (13). In a theoretical 
study of condensation on vertical fluted surfaces, Adamek [8] 
defined a family of condensate surface profiles, whose 
curvature is given by equation (20). 

; - ^ K £ ) ' ] — * < < • (20) 

The parameter f characterizes the aspect ratio of the fin 
cross section (height/thickness). The aspect ratio increases as 
f decreases. The S,„ is the length of the convex surface over 
which the condensate film flows. The 6m is the angle through 
which the convex surface turns from its origin to S,„. For the 
integral-fins of interest here, dm — 85 deg. Using equation (20) 
in equations (12) and (13), one obtains 

r a\emsm f+ i i1 / 4 
hfSm 

k " "L vkATvs ( f+2) 3 . 

Integration of equation (12) with equation (20) yields 
r kvAT S f+'<r2-f n IM 

5(s)=1.86 \ Paim i m S ' 
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Fig. 8 Comparison of predicted and experimental condensing 
coefficients 

"We have predicted the condensation coefficient (hf) for fins 
having the same height (e), base thickness (tb), and tip 
thickness (f,) as the standard geometries shown on Fig. 6. The 
experimental values for A7,

BS = 9.5°C are interpolated from 
Fig. 6. The hf is predicted for ATVS = 9.5°C using equation 
(21). The condensation coefficient for the integral-fin tube is 
then predicted using equation (7). The present prediction uses 
dimensions scaled from Fig. 5 for the actual trapezoid fin 
shape. The calculation results are presented in Table 4. 

The f-values for each fin geometry are listed on line 1 of 
Table 4. The profile for the 1378 fpm tube, described by 
equation (20), is shown on Fig. 7. This profile starts with s = 0 
at the edge of the fin tip, and terminates at the fin base where 
s = Sm. The value of dm is set at 1.484 (85 deg), which closely 
agrees with the Fig. 5 fin profiles. Because equation (20) 
describes the shape of the condensate surface, an iterative 
procedure was used to establish the f-value that yields the 
correct fin thickness at the fin base. Thus the base thickness of 
the correct f-profile is equal to tb~t,+2b(S,„), where 8(S,„) 
is the condensate film thickness at the fin base, and is 
calculated by equation (22). The values of 8{Sm) are listed on 
line 2 of Table 4. The value of 6 is so small that there is little 
difference between the geometry of the base surface and the 
condensate film. Line 4 gives the condensation coefficient on 
the fin surface (hf), calculated from equation (21) with 
6m = 1.484 and S,„ from line 3. The value of cb is calculated by 
equation (6), and is given on line 5. The hh is calculated 
following the procedure outlined in the "Calculation of hh" 
section of this paper. Because m/mr=^\, negligible error 
would occur if steps 5-7 of the iterative procedure were 
omitted. The calculated values of hh are given on line 6. The 
condensing coefficient, calculated by equation (7) is given on 
line 7. 

The predicted value on line 7 does not account for con
densation on the fin tip. Nor does it account for the relatively 
thick condensate film at the base of the fin, which renders a 
fraction of Sm ineffective. Therefore, corrections to the 
condensation coefficient calculation are necessary. 

The average condensate thickness associated with hh is 
calculated as 8r = k/hh; this value is given on line 8. The 
corrected S,„ is Sm + tc/2 - 8r. Line 9 shows the ratio of the 
corrected to line 3 value of Sm. The correction results in 
negligible change of hf. The final prediction for h is given on 
line 10. Line 11 shows the ratio of the predicted and ex
perimental condensation coefficients. The predicted values 
are approximately within ±15 percent of the experimental 
values. 
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Table 4 

Line 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Predicted condensation coefficients for tubes having 
height and tip/base thickness as the Fig. 6 fins 

(TV =35°C, ATVS = 9.5°C, h ~W/m2-K) 

Item 748 fpm i024fpm 
f(eq.20a) -0.857 -0.771 
5 (Sm) mm 0.0621 0.0542 
S,„(mm) 1.5936 1.5936 
A7(eq. 21) 4,848 5,164 
cft (eq. 6) 0.223 0.287 
hh 836 648 
lstcalc. for A 9,236 12,041 
<5r(mm) 0.103 0.133 
Corr. S,„/Line3Sm 0.991 0.982 
Corrected/! 9,197 11,963 
Pred. h/exp. h 1.14 1.00 
s/Sm at which Bo = 1 0.29 0.36 

the same fin 

1378 fpm 
-0.843 

0.0391 
0.8923 
7,596 
0.338 

673 
13,458 
0.128 
0.970 

13,552 
0.84 
0.57 

The same prediction method was applied to all of the data 
points of Fig. 6. The results are shown in Fig. 8. All of the 
data points are predicted within ±20 percent. Uncertainty 
analysis of the experiment indicates ± 9 percent uncertainty of 
the condensation coefficient, assuming no uncertainty of the 
fluid properties. 

The possible sources of error, and their effect on the 
predicted h are: 

1 Violation of the assumption that gravity force is 
negligible compared to the surface tension force for con
densate drainage from the fin. Violation of this assumption 
would cause overprediction of hf. 

2 Concave curvature of the fin surface on the portion of 
the fin, upstream from the condensate film on the root 
diameter of the tube (5r) 

3. Concave curvature of the condensate film (5r) on the 
root diameter of the tube 

4. The equation (20) profiles have a small convex cur
vature, as compared to the flat sided fins shown by Fig. 5. 

The analysis assumes gravity force is small compared to 
surface tension force. The ratio of gravity-to-surface tension 
is pg/(dp/ds) = Bo (the Bond number). The dp/ds is given by 
equation (20) in equation (9). Line 12 of Table 4 shows the 
value of s/Sm at which Bo = 1. Because Bo = 1 at s/S„, = 
1/3 for the 748 and 1024 fpm geometries (e = 1.59 mm) one 
would expect overprediction of hf, which does occur. For the 
1378 fpm tube (e = 0.9 mm), Bo = 1 &ts/S,„ = 0.6, and h is 
not overpredicted. 

Figure 7 shows the calculated average condensate thickness 
(5r) at the base of the fins. Except for the 748 fpm tube, the 
concave curvature of the fin occurs within the condensate 
region, 8r. Fin curvature within the liquid region has no effect 
on h. Hirasawa et al. [10] have visually studied gravity 
drained films in narrow, rectangular channels that have a free 
liquid surface. They report that the meniscus in the corners 
causes a thicker film at the center of the channel than near the 
sides. Thinning of the 8r film near the fin base would increase 
hh. However, sincehhAhli]jhjAf < 0.05, a modest increase 
of hh would have little effect on the composite h for the tube. 
It is also possible that thinning of br near the base of the fin 
would offer a positive contribution to hf. 

Figure 7 shows the condensate film and base surface profile 
on the 1378 fpm f-profiles used for the analytical predictions. 
Superimposed is the profile of the flat-sided Fig. 5 fins. There 
is little difference between the two base surface profiles, 
except near the fin tip. Both profiles share a common 
mathematical feature, which explains their approximately 
equal condensation coefficients; both have a very large 
curvature change, d[\/r)/ds, near the fin tip, and quite small 
curvature change after the tip region. For example, the dp/ds 
of a f = -0.8 profile at s/S,„ .= 0.1 is only 1.6 percent of the 
dp Ids value at s/Sm = 0.01; hence nearly all of the potential 
for curvature change to affect the pressure gradient (dp/ds), is 

dissipated over the initial 10 percent of the surface length. For 
this example, dp/ds at s/S,„ = 0.1 is nine times the gravity 
force. As the value of f becomes more negative, e.g., -0.9, 
the fin profile is more "flat-sided" over a larger fraction of its 
length. Assuming this more "flat-sided" profile, the 
predicted hf would decrease by 6, 12, and 7 percent for the 
748, 1,024 and 1,378 fpm geometries, respectively. These 
considerations suggest a conclusion of major importance that 
is supported by the test data: If the Fig. 5 fin geometries were 
constructed to have the precise f-profiles listed on line 1 of 
Table 4, significant increase of hf would not result. 

The foregoing discussion of possible errors has identified 
possible second-order effects that suggest reasons for the 
relatively small overprediction of the 748 and 1,024 fpm 
geometries. A possible factor causing underprediction of the 
1,378 fpm geometry is the surface tension force on the free 
liquid surface at the base of the fin (5r). This could thin the 
film on the concave surface at the base of the fins; this effect 
may be more important for the 1024 and 1378 fpm geometries 
because of the small channel width. 

Conclusions 

1 This work proposes a new theoretical model for 
prediction of the condensation coefficient on horizontal, 
integral-fin tubes designed for surface tension drainage from 
the fins. 

2 The model accounts for the effect of condensate 
bridging between the fins. An analytic equation is provided to 
predict the fraction of the tube circumference that is con
densate bridged. 

3 The predicted condensation coefficients using the 
analytical model are within ±20 percent of experimental 
values for R-ll condensing on tubes having 748 to 1,378 
fins/m. The model suggests that a special, precisely defined 
curvature on the fin sides is not necessary. 

4 The model clearly establishes that surface tension forces 
control condensate drainage from the fins (for the geometries 
tested), and that surface tension is responsible for condensate 
bridging on the lower side of the tube. 

5 The condensation rate on the condensate bridged zone is 
negligible for R-ll condensing on the tubes tested. 

6 The model does not account for vapor shear or inun
dation effects. 
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Effect of Fin Spacing on the 
Performance of Horizontal Integral-
Fin Condenser Tubes 
The dependence of heat transfer performance on fin spacing has been investigated 
for condensation of steam on horizontal integral-fin tubes. Thirteen tubes have 
been used with rectangular section fins having the same width and height (0.5 mm 
and 1.6 mm) and with fin pitch varying from 1.0 mm to 20.5 mm. For comparison, 
tests were made using a plain tube having the same inside diameter and an outside 
diameter equal to that at the root of the fins for the finned tubes. All tests were 
made at near-atmospheric pressure with vapor flowing vertically downward with 
velocities between 0.5 m/s and 1.1 m/s. The observed heat transfer enhancement 
for the finned tubes significantly exceeded that to be expected on grounds of in
creased area. Plots of enhancement against fin density were repeatable and showed 
local maxima and minima. The dependence of enhancement on fin density did not 
depend appreciably on vapor velocity or condensation rate for the ranges used. The 
maximum vapor-side enhancement (i.e., vapor-side heat transfer coefficient of 
finned tube/vapor-side coefficient for plain tube) was found to be around 3.6 for 
the tube with a fin spacing of 1.5 mm. 

Introduction 
Experimental studies of condensation on horizontal finned 

tubes have shown that vapor-side heat transfer coefficient 
enhancement, by factors up to around five, may be realized. 
In circumstances where the vapor side dominates, this clearly 
leads to improvements in the overall performance of the tube. 
Even for the case of steam, where the vapor-side resistance 
might typically be around a third to a half of the overall 
vapor-to-coolant resistance, significant improvement, and 
consequent reduction in condenser size for given duty, can be 
achieved. 

Despite considerable effort in recent years, the mechanism 
of condensation on finned surfaces is still imperfectly un
derstood. An early simple model [1] took account of the 
increase in surface area obtained with fins. Later studies, 
following Gregorig [2], have demonstrated the important role 
of surface tension in modifying the shape of the condensate 
film. More recently, attention has been drawn to the effect of 
surface tension in relation to the phenomenon of "flooding" 
or condensate "retention" between fins on the lower parts of 
horizontal finned tubes [3-7]. 

In view of the complexity of the three-dimensional con
densate flow for which surface tension forces play an im
portant role, it has been found necessary, in theoretical 
models, to invoke simplifying assumptions for which there is 
as yet inadequate experimental backing. Moreover, certain 
parameters affect the heat transfer performance of a tube in 
opposite ways. For example, increase in fin density tends to 
improve heat transfer by increasing the effective surface area, 
but has an adverse effect by increasing condensate retention. 
Similarly, high surface tension is beneficial in reducing the 
condensate film thickness over parts of the surface but also 
increases condensate retention. 

Reliable experimental data, from investigations in which 
the important variables are systematically studied, are of vital 
importance to the development of a successful model. The 
present study was directed towards establishing the effect of a 
single variable, i.e., fin spacing. Following the report [8, 9] 
that, for a vertical surface, fitted with vertical ribs, the highest 

Thermocouple pocket 
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Fig. 1 Apparatus 

enhancement was found when the fraction of surface covered 
by fins was only 0.1, the present investigation was extended to 
much lower fin densities than have normally been used in 
practice. For comparison purposes tests were also made using 
a plain tube. 

Apparatus 

Referring to Fig. 1, steam was generated from distilled 
water in a stainless steel boiler fitted with electric immersion 
heaters that provided a total power of 16 kW. The steam 
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Fig. 2 Test section 

passed to the test section where it flowed vertically downward 
over the condenser tube. The condenser tube could be viewed 
through a window to confirm that film condensation con
ditions prevailed. Excess steam and condensate were directed 
to an auxiliary condenser. The condensate from both test tube 
and auxiliary condenser was returned by gravity to the boiler. 
The temperature and pressure of the steam just upstream of 

the test condenser tube were observed by a thermocouple and 
water manometer. A thermocouple was also used to measure 
the temperature of the condensate returning to the boiler. The 
boiler, vapor supply duct, and test section were thermally well 
insulated. All tests were carried out at near atmospheric 
pressure. 

Details of the test section are shown in Fig. 2. The test 

N o m e n c l a t u r e 

b = 
d = 

F = 
G = 
g = 

hte = 

I = 

Nu = 

Nuc = 
Prc = 

P = 
Q = 

QT = 
R = 

Rec = 
Re = 

spacing between fins 
outside diameter of plain 
tube, diameter at fin root 
gd\ihhlu\kAT 
(ATk/ixh/g)(Pfi/pvix„)'/2 

specific force of gravity 
specific enthalpy of 
evaporation 
thermal conductivity of 
condensate 
effective length of con
denser tube 
vapor-side Nusselt number, 
Qd/kAT 
coolant Nusselt number 
coolant Prandtl number 
pitch of fins 
heat flux QT/(vdl) 
heat transfer rate to coolant 
radius at fin tip 
coolant Reynolds number 
two-phase Reynolds 
number, uupd/fx 

T 
x in 

? out 

T 

T 
1 V 

u 

un = 

uc 

uv 

a 

AT 

coolant inlet temperature 
coolant outlet temperature 
outside surface temperature 
of plain tube, temperature 
at base of fins for finned 
tube 
vapor temperature 
overall heat transfer 
coefficient for finned tube 
referred to surface at 
diameter d, Q/ATlm 

overall heat transfer 
coefficient for plain tube 
referred to outside surface 
coolant velocity 
vapor velocity 
vapor-side heat transfer 
coefficient, QlAT 
vapor-side heat transfer 
coefficient for plain tube 
T —T 

&TXm = vapor-to-coolant logarith
mic mean temperature 
difference, (Toal - Tin)/ 

in[(r„-rin)/(r„-rout)] 
0 = half angle at fin tip, i.e. 

inclination of fin surface to 
plane perpendicular to tube 
axis 

H = viscosity of condensate 
ixc = viscosity of coolant at (Tm 

+ Tout)/2 
fxcw = viscosity of coolant at inside 

wall temperature 
fj.„ = viscosity of vapor 

p = density of condensate 
pv = density of vapor 

a = surface tension 
4> = circumferential angle from 

upper edge of tube to 
position at which interfin 
space becomes full of 
condensate 
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Fig. 3 Condenser tubes

Results

from pressure and temperature measurements, was ±0.005,
i.e., zero to within the precision of the determination. The
accuracy with which the coolant mass flow rate, temperature
rise, and the temperature of the vapor were measured in
dicates an accuracy in the overall heat transfer coefficient
better than 5 percent.

119 In (Ree ) 10

Fig. 4 Coolant·side correlation [12]

8

3

5

For all tubes, sets of measurements were made at at
mospheric pressure and three different boiler heater power
inputs. Apart from small variations due to changes in supply
voltage, atmospheric pressure, and condensate return tem
perature, this gave essentially three vapor velocities at the test
section, nominally 0.5 mis, 0.7 mis, and 1.1 m/s. For each
boiler input power, tests were carried out for several coolant
flow rates, giving a range of coolant velocities of I to 4.5 m/s.

Coolant-Side Heat Transfer Coefficient. Figure 4 shows
coolant-side data taken in an earlier investigation [12], using
essentially the same apparatus but with thermocouples em-

condenser tube and coolant inlet and exit ducts were well
insulated from the body of the test section and from the
environment by nylon components as shown. The coolant
temperature was observed at inlet and exit by thermocouples
in closed-ended closely fitting copper tubes, the exit ther
mocouple being located after a nylon mixing section. 1 All
thermo-emfs were observed with a digital voltmeter reading to
1 Jl.V. That the isothermal immersion of the thermocouples
was adequate was checked by withdrawing the junctions by 1
or 2 em. No change in the thermo-emf was found.

The test condenser tubes, shown in Fig. 3, were of copper
with internal diameter 9.78 mm and effective length, i.e.,
length exposed to steam, of 102 mm. The outside diameter of
the plain tube was 12.7 mm. The diameter at the root of the
fins was also 12.7 mm, and the fin height and thickness were
1.6 mm and 0.5 mm, respectively. Fin spacings of 0.5, 1, 1.5,
2,4,6,8,10,12,14,16,18, and 20 mm were used.

To ensure film condensation, the tubes and ptfe bushes
were first thoroughly cleaned with hot detergent solution
using a clean cloth and bristle brush. After rinsing with
distilled water, they were again cleaned using ethyl alcohol
and sodium hydroxide in water at about 80°C (as in [11]). The
solution was prepared by mixing equal volumes of ethyl
alcohol and an aqueous solution of sodium hydroxide. The
concentration of the latter was that required to saturate the
alcohol at 80°C. The tubes and bt:shes were finally rinsed with
distilled water and assembled in the test section. This
procedure always gave film condensation which persisted
throughout the 3- to 4-hr period of testing.

The heat transfer rate to the condenser tube was calculated
from the mass flow rate, obtained by a float-type flow meter,
and temperature rise of the coolant. The vapor mass flow rate
and hence velocity at the test section was obtained from the
input power to the boiler by applying a steady flow energy
balance between the boiler inlet and the test section. A
correction for the relatively small thermal losses from the
apparatus was incorporated. The losses were established in
preliminary tests in which the minimum power required to
provide vapor at the test section was determined. The mass
fraction of noncondensing gas (taken to be air) as estimated

----r:rhe thermocouple calibration procedure and precautions taken to ensure
accurate temperature measurements were the same as those described in [10].
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Fig. 5 Vapor-side heat transfer coefficients for plain tube. The lines 
are given by equation (2). 

0.55 

Ofc/(m/s) 
Fig. 6 Overall heat transfer coefficients for three finned tubes. The fin 
pitch is indicated on the curves. Different symbols denote tests per
formed on different occasions. 

bedded in the wall of a plain condenser tube. It may be seen 
that these data, which cover the same range of coolant 
conditions as used in the present work, are very well 
correlated by 

Nuc =0.03Re2-8Pr>/3(^//xc)v)
014 (1) 

Equation (1) was used in the present investigation to deter
mine coolant-side coefficients for all tubes. 

Plain Tube. In Fig. 5, vapor-side coefficients found by 
subtracting the wall and coolant-side resistances from the 
measured overall resistance are compared with the theoretical 
results of Shekriladze and Gomelauri [13] 

Fig. 7 Overall heat transfer coefficients for all finned tubes. The fin 
pitch is indicated on the curves. The lines are quadratic fits to the data. 

NuRe~1/2 =0.64[1 +(1 + \.69F)[/2]m 

It is evident from Fig. 5 that the present data 
(2) 

are m 
satisfactory agreement with equation (2). (There are 
significant uncertainties regarding the problem of forced-
convection condensation but, for the present ranges of the 
parameters F(3.2-21.2) and G(4.4-7.9), good agreement with 
equation (2) has been found by other workers (see [14]). 

Finned Tubes. Overall coefficients for three of the finned 
tubes are given in Fig. 6. It may be seen that the data are 
smooth and consistent. It is clear that fin pitch has a strong 
effect on the overall heat transfer coefficient. The effect of 
vapor velocity is also evident for each tube. The lines shown in 
Fig. 6 are quadratic least-squares fits. Similar sets of data 
were obtained for all of the finned tubes. In Fig. 7 the fitted 
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Fig. 8 Dependence of overall coefficient enhancement ratio on fin 
density 

lines are shown for all tubes for a vapor velocity of 0.7 m/s. 
Similar results were obtained for the other vapor velocities. 
Somewhat lower coefficients were found at a vapor velocity 
of 0.5 m/s, and somewhat higher values were obtained at 1.1 
m/s. Examination of Fig. 7 shows that while there is a general 
trend towards higher overall heat transfer coefficients with 
increasing fin density (smaller pitch), the dependence of 
coefficient on pitch is not monotonic. At lower fin density it 
may be seen that the coefficient for a pitch of 14.5 mm is 
significantly less than that for a pitch 16.5 mm. At high fin 
density, the tube with a fin pitch of 2 mm gave a higher 
overall coefficient than for the 1.5 mm and 1.0 mm pitch 
tubes. The general features indicated above are illustrated in 
Fig. 8, which shows, for a coolant velocity of 3.5 m/s, the 
dependence on fin density (reciprocal pitch) of the ratio of 
overall heat transfer coefficient to the plain tube value. Since 
the coolant and vapor conditions were not precisely the same 
in all cases, the values of Up used in the enhancement ratio 
were not measured values but rather were calculated, for the 
same vapor temperatures and coolant flow rate and inlet 
temperature as obtained with a finned tube, on the basis of 
equations (1) and (2). As noted earlier, this procedure gave 
excellent agreement with plain tube measurements. 

For the low fin densities, the overall coefficients appeared 
to be related to the mode of drainage of the condensate from 
the tube, relatively high values being found when the con
densate droplets departed from the fins and relatively low 
values when the departing droplets formed between the fins. 
Since the enhancement at low fin density was relatively small, 
detailed visual studies were not made. At the higher fin 
densities, the lower part of the tube was flooded and the 
condensate departure pattern was apparently as for the plain 
tube. At the highest fin densities much or all of the interfin 
space was filled with condensate. This is thought to be the 
reason for the falloff on overall coefficient enhancement for 
fin spacing less than 1.5 mm (fin densities greater than 0.5 
m m 1 ) . 

It is evident from the observed enhancement of the overall 
coefficient (by factors exceeding 1.5) that the finned tubes 
gave substantial vapor-side enhancement. For the plain tube 

Fig. 9 Dependence of vapor-side temperature difference onjieat flux 
for finned tube. The lines are fits of the form Q = a{Tv - T0f ' " 0.72 

the proportion of the vapor-to-coolant resistance on the vapor 
side varied between 30 percent at low coolant velocity, to 
about 55 percent at high coolant velocity. 

Vapor-side heat transfer coefficients for the finned tubes 
were calculated by subtracting the coolant-side (using 
equation (1)) and wall resistances from the measured overall 
resistance. The tube wall was regarded as extending to the 
root of the fins so that the effects of the fins and condensate 
are lumped together in the vapor-side heat transfer coef
ficient. Figure 9 shows the relation between the vapor-side 
temperature difference and the heat flux for one of the finned 
tubes at two vapor velocities. Similar smooth curves were 
found for all tubes and for all vapor velocities. In order to 
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Fig. 10 Dependence of vapor-side heat transfer coefficient on heat 
flux for all finned tubes. The lines are curve fits to the experimental 
data (see text). Fin pitch/mm is indicated on the curves. 
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Fig. 11 Dependence of vapor-side enhancement ratio on fin density 

make comparisons between the tubes for the same heat flux 
(condensation rate), the Q — AT curves were fitted2 by least-
squares to equations of the form Q = a AT' (Nusselt theory 
would give n = 0.75). Extremely good fits were obtained with 
values of n varying in the range 0.64 to 0.86 with no 
systematic dependence on fin pitch. It was found that the fits 
were only marginally less good when adopting a mean value 
for n of 0.72 for all tubes and redetermining the values of a. 
The lines shown in Fig. 9 are typical of the fits thus found. 
Similar results were found for all tubes and all three vapor 
velocities. 

The fitted lines for all tubes, for a vapor velocity of 0.7 
m/s, are shown in Fig. 10 on an a-Q basis, i.e., the lines are 
given by a = a1/"r2("~1)/" where n — 0.72, and the values of a 
are those from the Q — AT least-squares fits. Similar results 
were found for the other vapor velocities. 

Figure 11 shows the dependence of vapor-side enhancement 
(vapor-side coefficient divided by the plain tube value) on fin 
density for a heat flux of 0.5 MW/m2 (which falls within the 
experimental range of all tubes). The same general trends as 
those exhibited by the overall enhancement, given in Fig. 8, 
may be seen. Note that in Fig. 8 the overall enhancement is 
calculated for a given coolant flow rate while the vapor-side 
enhancement (Fig. 11) is for given heat flux. It may be seen 
from Fig. 11 that the vapor-side enhancement generally in
creases with increase in fin density but, as in Fig. 8, peaks and 
troughs are evident at low fin density and a relatively sharp 
peak occurs at a fin density of 0.5 mm"1 (pitch 2 mm, interfin 
space 1.5 mm) where the vapor-side enhancement was around 
3.7. It may be seen from Fig. 10 that the vapor-side enhance
ment decreases somewhat with increasing heat flux. Ex
trapolation outside the experimental heat flux ranges for the 
2.0 mm pitch tube and the plain tube suggests vapor-side 
enhancements of around 4 and 3 for heat fluxes of 0.3 
MW/m2 and 0.8 MW/m2, respectively. 

A detailed analysis of a static liquid film on a finned sur
face has been given by Honda et al. [4]. The extent of retained 
condensate in the interfin space is given by 

<j> = cos" 
(locos 6 \ 

(3) 

Note that Q-AT curve fits are used rather than a-Q or a-AT, since the 
absolute error in AT is presumed approximately uniform whereas the error in a 
increases with decreasing AT. 

where </> is the angle measured circumferentially from 
the upper edge of the tube to the position at which the 
interfin space becomes full of condensate. Equation (3) 
is valid provided the fin height is greater than or equal to 
b(\ - sin 0)/2 cos 6. 

For plane-sided fins 6 = 0, and equation (3) becomes 

> = cos ( 
2a 

(4) 
\pgbR 

Equation (4) has also been obtained independently by Owen et 
al. [7]. The simple argument used in [7] however appears to be 
based on an incorrect model of the condensate drainage at the 
lower edge of the tube. An approximate model used by Rudy 
and Webb [5] also leads to equation (4) when the fin height is 
large compared with the fin width. 

For the best-performing tube in the present work (b = 1.5 
mm), equation (4) gives (j> = 82 deg. This is roughly in line 
with the appearance of the tube noted during the heat transfer 
measurements. For the tube diameter and fin section used in 
the present work, equation (4) indicates that the whole of the 
interfin space just becomes filled with liquid (<j> = 0) for a fin 
density of 0.74 mm"1. As may be seen in Fig. 11, the vapor-
side enhancement at this fin density is appreciably less than 
the maximum enhancement which occurred at the smaller fin 
density of 0.5 mm"1. 

Concluding Remarks 

For the finned tubes, significant improvement, exceeding 
that to be expected on grounds of area increase, in overall 
coefficient has been obtained, even for low fin densities. 

At low fin density, the enhancement was lower than might 
have been expected in the light of vertical tube data [8, 9]. The 
sensitivity of the enhancement ratio to pitch at low fin density 
may be associated with the fact that the fin pitch was of 
similar magnitude to the Taylor instability wavelength, the 
appropriate value of which would appear to be ir(8a/pg)[/2 

[15]. For water at 75 °C, this quantity is equal to 23 mm. 
At higher fin densities the heat transfer enhancement 

generally increased with increasing fin density, apparently 
reaching a maximum for a fin density of 0.5 mm"'. For the 
highest fin densities used (0.7 mm"1 and 1.0 mm"1) the 
enhancement obtained was roughly in line with, or perhaps 
somewhat lower, than that expected on grounds of area in
crease only, suggesting that most or all of the interfin space 
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was filled with condensate as would be predicted by equation 
(4). 

A general procedure for calculating the vapor-side heat 
transfer coefficient would seem to be: 

(a) Use the approach of Honda et al. [4], to determine </>. 
(b) For the lower portion of the tube (angles > 4>) use an 

approach along the lines of single-phase flow oyer finned 
tubes. 

(c) For the upper part of the tube (angles < <t>), the analysis 
must include the effect of surface tension on the condensate 
film flow on and between the fins. 

It is considered that (b) should not pose too great a problem 
and theoretical results could be validated by experiments 
using tube geometries and fluids so that the whole of the 
interfin space was flooded, i.e., so that a/pgbR > 1.0 as for 
the present steam data for the tube with the highest fin density 
(1.0 mm-1). 

The procedure outlined in (c) presents an extremely 
complex problem, where pressure gradients, due to surface 
tension and varying surface curvature, play an important role 
in the three-dimensional flow of the condensate film. 
Aproaches to this problem have been made in recent years 
[16-21]. 

It is considered that more data are required for different fin 
widths and heights, different tube diameters, and different 
fluids before useful comparisons with proposed theoretical 
results can be made. The present data, for one geometry and 
fluid, suggest that vapor velocity does not have a strong effect 
on enhancement for the limited velocity range used, i.e., 
vapor velocity has roughly proportionately the same effect on 
finned and plain tubes. The effect of condensation rate (heat 
flux) on enhancement was also rather weak, although in the 
present case it must be noted that the vapor-side coefficients 
are increasingly less accurate at lower heat flux since the 
coolant side increasingly dominates the overall heat transfer 
coefficient (from which the vapor-side coefficient is deter
mined) with decreasing coolant flow rate. 
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Vaporization of Drops of a Denser, 
Volatile Liquid Dropped Onto a 
Surface of Another Liquid 
Experiments were performed with single R 113 (C2CI3F3) drops dropped onto the 
surface of immiscible ethylene glycol or water, or miscible n-tridecane in contact 
with the common vapors of the two liquids. Five different vaporization modes were 
distinguished in the immiscible systems: film boiling on the surface, film boiling in 
the bulk (only in R 113/ethylene glycol system), and three other modes in which the 
two liquids make direct contact. The latter three were replaced, in the miscible 
system, by an immediate dissolving of drops into the medium. The details of 
dynamic process in each mode have been revealed with the aid of high-speed 
cinephotography. Operational conditions required for the occurrence of respective 
modes and heat transfer characteristics in those modes have also been discussed. 

Introduction 

Thermal interaction between two liquids resulting in the 
evaporation of the more volatile one has an importance in 
relation to the development of direct contact evaporators for, 
for example, water desalination systems, geothermal power 
plants, industrial waste heat recovery systems, etc., and to 
vapor explosion in the event of possible accident in some 
industries. Various configurations are possible in supplying 
the two liquids in contact with each other. One configuration, 
which shows promise for some applications, involves spraying 
drops of a volatile liquid over the surface of another hotter, 
less-volatile liquid. The volatile liquid may be a lower 
hydrocarbon or a fluorocarbon refrigerant while the hot 
liquid is a geothermal brine. It may also be seawater which is 
to be sprayed onto a hot mineral oil. Thus, the drops may 
either be lighter or denser than the hot substrate liquid. The 
case of denser drops is of particular interest in the present 
study. 

The mode of vaporization of the drops after their im
pingement on the surface will depend on many factors: the 
properties of the two liquids, temperature excess of the 
substrate liquid over the saturation temperature of the volatile 
liquid, initial drop temperature, drop size, velocity of im
pingement, etc. The most favorable mode for geothermal and 
other applications may be one which we call "lens 
evaporation" in which a drop evaporates taking the form of a 
lens floating on the surface. This is the mode that some 
researchers [1-4] have exclusively studied, with n-pentane or 
isopentane drops dropped onto water surface, considering 
such applications. Waldram et al. [5] found, with drops of 
several kinds of liquids dropped onto a silicone oil surface, 
that drops could make a direct contact with the surface only 
when the drop release height was higher than a critical height 
which was particular to each liquid combination. When the 
release height was lower, there occurred invariably another 
mode in which drops evaporated slowly, being separated from 
the substrate liquid by a vapor film. This mode has been 
called by some researchers "Leidenfrost boiling," "film 
boiling," or "Leidenfrost film boiling" based on an analogy 
with the Leidenfrost phenomenon on a solid surface. We call 
it hereafter "surface film boiling," however, for the sake of 
contrast with another type of film boiling. Observations of 
this kind were then performed by Ochiai and Bankoff [6,7]. 

Iida and Takashima [8, 9] observed vaporization processes 
of single drops of «-pentane, dichloromethane, acetone, and 
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methylalcohol dropped onto a silicone oil surface. They gave 
a rather complicated scheme for vaporization modes involved 
in those processes. Of particular interest in their results may 
be the photographic demonstration [8] of a phenomenon 
which we call hereafter "submerged film boiling"; that is, a 
drop (particularly a drop of dense dichloromethane) 
evaporates, being enveloped with a vapor shell in the bulk of 
the substrate liquid. To our knowledge, this was the first 
revelation to us of the existence of submerged film boiling 
though it has been frequently assumed, with little physical 
justification, in literature dealing with vapor explosion (e.g., 
[10, 11]) or direct contact evaporation operation (e.g., [12, 
13]). The finding by Iida and Takashima may be somewhat 
confusing in view of another fact: As has been demonstrated 
clearly by some researchers [14-16], liquid drops suspended in 
an immiscible, less-volatile liquid never exhibit film boiling 
even if they are heated up to their superheat limit. This 
seeming contradiction will be accounted for with the aid of 
our experimental results. 

Similar experiments were carried out by Akiyama [17] with 
drops of fluorocarbon refrigerant R 113 (C2C13F3) dropped 
onto a surface of glycerol maintained at a fairly large tem
perature excess (60 to 190 K) above the boiling point of R 113. 
He mentioned seven vaporization modes that he classified. 
Some of them seem to correspond to the ones reported by Iida 
and Takashima [8, 9]. 

In the present work, we attempted to recognize the dynamic 
process of vaporization of each isolated drop with the aid of 
high-speed cinephotography. We employed R 113 as the 
volatile liquid for drops, and ethylene glycol, water, and n-
tridecane alternately as the hot substrate liquid. The R 
113/water system is one of the promising systems for prac
tical applications [18]. Ethylene glycol has a lower surface 
tension than water, and thus drops more easily penetrate into 
the bulk breaking through the free surface; this is favorable 
for detailed observation of various vaporization modes, n-
Tridecane, which is well miscible with R 113, has such an 
advantage that we can recognize any liquid-liquid contact in 
the vaporization process by the consequent mutual dissolving. 
The temperature difference between the two liquid phases was 
limited to moderate levels (< 30 K) considering the most 
probable operating conditions of direct contact evaporators. 

Experimental 

In order to ensure detailed observation of each drop 
vaporizing in an environment simulating that in direct contact 
evaporators, experiments were so designed that single isolated 
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drops of saturated liquid R 113 were dropped onto the surface 
of a stagnant, or at least approximately stagnant, substrate 
liquid through a space filled with common vapors of R 113 
and the substrate-liquid substance. In this aspect, our ex
perimental scheme bears some similarity to that of Bentwich 
et al. [1] and is distinguished from those of others [2-9, 17] in 
which drops were released in the air held over a substrate 
liquid and thus they were permitted to evaporate not only by 
heat supply from the substrate liquid but also due to a vapor 
pressure gradient in the air unless drops were submerged 
completely beneath the surface of the substrate liquid. 

The main portion of the experimental apparatus is 
illustrated schematically in Fig. 1. The test vessel was 
fabricated of a circular pipe of Pyrex glass, 55 mm i.d. and 
200 mm in height, and two Bakelite plates closing respectively 
the top and bottom ends of the pipe. Inserted into the vessel 
from outside were a nozzle for producing R 113 drops and 
four Pyrex glass tubes for supplying and draining the sub
strate liquid and R 113 vapor. The vessel was perfectly sealed 
from the surrounding glycerol bath as well as from the am
bient air by use of Viton O-rings at all junctions. The lower 
half of the space in the vessel was filled with the substrate 
liquid, while the other half was filled with common vapors of 
R 113 and the substrate-liquid substance. The R 113 vapor 
was supplied into the vessel, at a flow rate of 0.1 to 1 cmVs, 
from an all-Pyrex-glass boiler situated outside through a 
Pyrex glass spiral tube immersed in the glycerol bath to be 
superheated to some extent. Only when rt-tridecane was used 
as the substrate liquid, fresh liquid was continuously supplied 
to the vessel at a flow rate of 0.01 to O.lcmVs to prevent a 
change in properties of the substrate liquid in the vessel due to 
dissolving of R 113 vapor and, to much lesser extent, of drops 
dropped onto the liquid surface. The concentration of 
dissolved R 113 in the substrate liquid was found to vary 

between 10 and 45 wt. % depending on the sysem tem
perature. 

The nozzle for producing drops had a special structure as 
illustrated in Fig. 2. The Pyrex glass capillary tube through 
which R 113 liquid was to be fed was prepared in triplicate 
with different tip diameters for alternate use; this enabled 
producing drops with three levels of diameter ranging from 
1.2 to 2.8 mm. Outside the capillary tube was a bath of boiling 
R 113 liquid to control the liquid temperature in the capillary 
tube to the saturation temperature of R 113. The R 113 vapor 
generated in the bath was fed down through Teflon tubes 
immersed in the bath into the bottom chamber enclosing the 
capillary tip. This device prevented condensation of the vapor 
of the substrate-liquid substance on the nozzle tip as well as 
on drops during their formation. The distance between the 
substrate liquid surface and the nozzle tip, which is simply 
called drop release height in this paper, was varied in a range 
between 5 and 60 mm. 

Before every experiment R 113 vapor was supplied to the 
test vessel over 5 h to minimize the amount, if any, of residual 
air. The interval of drop release onto the surface was 
regulated to three minutes or more to minimize the trace of 
thermal and hydrodynamic disturbances caused by former 
drops to the substrate liquid. 

The temperature in the substrate liquid was always the 
lowest at the surface. Its deviation from the bulk temperature 
TK was less than 2 K in every run, while Ta was kept constant 
with fluctuation less than ± 0.5 K. For convenience Ta was 
employed as the reference temperature of the substrate liquid. 
The temperature in the vapor phase was not uniform par
ticularly because of continuous flooding of nearly saturated 
vapor of R 113 from the bottom chamber of the nozzle. There 
was a vertical temperature distribution in the vapor phase, the 
highest temperature being on the substrate liquid surface. 

Nomenclature 

D0 = initial value of equivalent 
spherical diameter of drop 

h = drop release height above 
surface of substrate liquid 

the 

T„ = bulk temperature in substrate 
liquid 

t„ = time required for complete 
evaporation of drop 
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Liquid samples used in addition to water were R 113, 
ethylene glycol and n-tridecane of certified purities of 99.9, 
95.0, and 99.0 wt. %, respectively. Water was taken from a 
commercial deionization-distillation apparatus. Listed in 
Table 1 for reference are densities, saturation temperatures 
under atmospheric pressure, and vapor pressures at 47.6°C 
(saturation temperature of R 113 under atmospheric pressure) 
of the above liquids. 

Results and Discussion 

Vaporization Modes in R 113/Ethylene Glycol System. We 
have identified five different vaporization modes based on 
observations with the naked eye and with high-speed 
cinephotography. In general, each drop of R 113 released 
onto the ethylene glycol surface is expected to show any of 
these modes with the probability depending on the drop 
diameter D0, drop release height h, and the temperature of 
ethylene glycol. Typical sequences in respective modes are 
schematically illustrated in Fig. 3 for brief description of their 
primary features. Some additional explanations are given 
below. 

R113 liquid 

Boiling 
R113 liquid 

R113 drop 

Capillary tube 

Glass pipe 

Teflon tube 

R113 vapor 
Fig. 2 Structure of the nozzle for producing R113 drops 

Mode a. This mode is characterized by the surface film 
boiling which is in general not new. However, we have noticed 
a peculiar behavior of drops in the surface film boiling state. 
Each drop was gradually opalized while exhibiting a small 
shape oscillation, and as its diameter reduced approximately 
to 1/4 of its initial value, it suddenly disappeared leaving on 
the surface a tiny spherical droplet ( - 0 . 1 mm diameter) or a 
lens which vanished within another several seconds.1 We 
present here a hypothetical explanation on the above ob
servation. Because of the drop surface temperature being 
lower than the surface temperature of the substrate liquid, 
some ethylene glycol molecules in the vapor phase presumably 
condense on the drop surface; this would change the clear R 
113 drop to an opaline ethylene glycol-in-R 113 emulsion 
drop.2 As the fraction of ethylene glycol in the drop increases 
to a certain level, the emulsion would break resulting in an 
immediate coalescence of the ethylene glycol with the sub
strate liquid and a release of a tiny droplet of residual R 113. 

Mode b. This mode is primarily characterized by the 
submerged film boiling state (stages 5 and 6 in Fig. 3). The 
whole process of the submerged film boiling from its for
mation to its breakup is demonstrated in a series of 
photographs given in Fig. 4. Following the impingement on 
the surface, a drop penetrates into the substrate liquid 
dragging on itself a vapor film (recognized on photographs as 
a bold black bordering between the drop and the surrounding) 
and forming a funnel-shaped cavity behind. In this process 
the drop elongates in a vertical direction and, in most cases, 
disintegrates into two parts (stage 4 in Fig. 3). This is suc
ceeded by a closure of the cavity throat, which leaves the 
lower one of disintegrated drops in the bulk of liquid in the 
state of submerged film boiling and the other drop on the free 
surface in the state of surface film boiling. As the former drop 
rises to the free surface and then bursts there, there appears 
one of the following states: (a) surface film boiling just the 
same as that in mode a, (/3) lens evaporation just as observed 
in mode e, (7) disintegration of the drop into two parts, one in 
the form of a lens and the other in a free fall through the 
substrate liquid, and (8) fragmentation of the drop into 
several parts in various forms. Our observations as described 
above suggest that the formation of a submerged film boiling 
state, which was first demonstrated by Iida and Takashima 
[8], essentially depends on the vapor phase being present in 
advance between a drop and the substrate liquid and on the 
relatively low rate of drainage of the vapor while the two 
liquid phases approach each other. In other words, sub
merged film boiling is a phenomenon particular to such a 
configuration of supplying the two liquids in the state of 
mutual interaction as employed in the present work as well as 
in Iida and Takashima's work [8, 9], Once the two liquids 
make a direct contact to each other, there will never appear 

1 Iida and Takashima [19] discovered that drops suddenly disappeared in the 
course of surface film boiling. They attributed this phenomenon to a direct 
contact of drops with the substrate liquid, which would make the drops 
evaporate away in quite a short time. 

2Henry et al. [20] reported on a similar phenomenon: A drop of R 11, R 22, 
or ethanol placed on a mercury surface at temperature above 200°C turns 
black. They considered this fact to be a result of mercury vapor condensing on 
the drop. 

Table 1 Density and volatility data on liquids used 

R 113 
Water 
Ethylene glycol 
n-Tridecane 

Density at 
47.6°Cand 
101.3 kPa 

kg/m3 

1509 
989 

1098 
737 • 

Saturation 
temperature 
at 101.3 kPa 

°C 

47.6 
100.0 
197.5 
235.4 

Vapor 
pressure 

at47.6°C 
kPa 

101.3 
10.9 

< 0.1 
< 0.1 
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Fig. 3 Sketches of typical sequences in respective vaporization 
modes observed in the R113/ethylene glycol system 

the state of submerged film boiling as has been demonstrated 
in [14-16]. 

Mode c. This mode is a new finding in our observatrions. A 
typical sequence is presented in Fig. 5. The difference of this 
mode from mode b is caused by the breaking of the vapor film 
on the drop surface while the drop penetrates into the sub
strate liquid (frame 6 in Fig. 5). The vapor film draining along 
the drop surface after the breaking leaves tiny bubbles there 
(frame 7 in Fig. 5; stage 3 in Fig. 3). These bubbles are then 
encapsulated in the drop and coalesce with each other into a 
single bubble. When the drop disintegrates into a larger part 
which falls into the substrate liquid and a smaller part which 
is left on the surface in the form of a lens, the bubble is 
captured in the former. The succeeding process is charac

terized by the bubble growth in the drop which is essentially 
the same as is observable when we simply form a drop 
(containing one or more vapor nuclei) in the bulk of an im
miscible liquid [21]. As the "two-phase bubble" consisting of 
a vapor phase and a small volume of unvaporized liquid of R 
113 bursts at the free surface, one of the three states, /3, 7, and 
5, follows. 

Mode d. When a drop comes into direct contact with the 
substrate liquid in an early stage and, at the same time, makes 
a deep cavity in the substrate liquid, the drop disintegrates 
into two parts just the same as in mode c. The larger part falls 
through the substrate liquid being superheated, rests on the 
bottom plate of the test vessel, and with a long and erratic 
time delay vaporizes explosively. The other part forms a lens 
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Fig.4 Photographs showing a sequence of submerged film boiling in
a vaporization process of mode b: R 113/ethylene glycol system, Do =
2.0 mm, Tco = 74.4·C
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Fig. 5 Pholographs of successive steps of formation, growln, and
burst of a two·phase bubble in a process of mode c: R 113/ethylene
91ycol system, Do = 2.0 mm, Tco = 76.4·C
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Fig. 6 Total evaporation time tv of drops of 2.0 mm initial diameter 
versus the bulk temperature of the substrate liquid, T^,: (a) R 
113/ethylene glycol system; (b) R 113/water system; the arrow in (b) 
means that the nearest two symbols indicate longer tv than true values 
(but not by how much) 

on the free surface and vanishes by evaporation in a short 
time. 

Mode e. When a drop comes into direct contact with the 
substrate liquid in an early stage but makes only a shallow 
cavity, it simply turns into a single lens floating on the free 
surface and maintains this form until it vanishes by 
evaporation. 

Vaporization Modes in R 113/Water System. Vaporization 
modes observed in this system were essentially the same as 
have been identified in R 113/ethylene glycol system except 
that mode b was absent in this system. The absence of mode b 
may be ascribed to the surface tension of water being higher 
than that of ethylene glycol and thus preventing each drop 
from penetrating into the water dragging a vapor film on it. 

Mode a in this system exhibited a difference from that in R 
113/ethylene glycol system in that the surface film boiling 
state always broke before the drop diameter reduced to a half 
of its initial value and turned into the lens evaporation state. 
No opalescence was found in drops in the surface film boiling 
state. 

Vaporization Modes in R 113/n-Tridecane System. We 
have distinguished two modes characterized by film boiling, 
i.e., modes a and b, and an immediate dissolving of drops into 
the substrate liquid following their impingement onto the 
surface. (Plumes of R 113 dissolving into the substrate liquid 
were observed occasionally to discharge vapor bubbles.) It is 
considered that the other three modes c, d, and e, which were 
intrinsically related to direct liquid-liquid contact, were 
exclusively replaced by the abovementioned dissolving 
process. This fact indicates, on the contrary, that throughout 
the formation process of either of the surface and submerged 
film boiling states drops never experienced any direct contact 
with the substrate liquid. 

The surface film boiling state in this system was particularly 
characterized by lively, erratic movement of drops over the 
surface. The state was interrupted, in most cases, by each 
drop accidentally colliding with the side wall of the test vessel 
or falling into the overflow pipe installed in the substrate 
liquid layer. The submerged film boiling state broke, when a 
drop with a vapor blanket on it burst at the surface, followed 
by either the surface film boiling state (state a at stage 8 in 
Fig. 3) or an immediate dissolving of the drop into the sub
strate liquid. 

Evaporation Time. Figure 6 compares time lengths /„ 
required for complete evaporation of drops of 2.0 mm initial 
diameter in various vaporization modes in both R 
113/ethylene glycol and R 113/water systems. (In the R 
113/n-tridecane system tv could not be specified because of 
either the dissolving of drops or the aforementioned behavior 
of drops in the surface film boiling state.) Either of modes b 
an c yielded a variation in tu depending on the variation in 
state at later stages (see Fig. 3). In Fig. 6, only t„ 
corresponding to the state dominant in each mode and in each 
system is presented. (Note that in mode c-5 in the R 
113/water system we define /„ as the time to a complete 
evaporation of drops dispersed on the surface by the burst of 
a two-phase bubble taking no account of a couple of minute 
drops sedimented into the substrate liquid.) In R 113/ethylene 
glycol system, t„ for modes c-j8 and e in which direct 
liquid-liquid contact is continuously available are lower by 
two orders of magnitude than those for modes a and b - a in 
which direct liquid-liquid contact is utterly unavailable. In the 
R 113/water system, the difference in tv between mode c - 5 
or e and mode a is rather smaller and not much more than one 
order of magnitude. The temperature dependence of /„ for 
mode a being stronger in the R 113/water system is probably 
ascribable to an earlier transition from surface film boiling to 
lens evaporation with an increasing temperature. The wide 
scatter of data for mode c - 5 in the same system resulted from 
a wide variation in size of the largest one of drops dispersed 
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on the surface in the state of surface film boiling when a two-
phase bubble burst at the surface; the larger the largest drop 
the longer the total evaporation time. 

Comparing /„ for mode e between the two systems we 
notice an anomalous fact. The R 113/water system gives 
much longer r„ than the R 113/ethylene glycol system in spite 
of higher thermal conductivity, higher heat capacity per unit 
volume, and lower viscosity of the substrate liquid. Further, 
the former system presumably yields thinner lenses because of 
higher surface tension of the substrate liquid, which is also a 
favorable factor for evaporation. Thus, we consider that the 
above fact may be ascribed to a sort of interfacial instability 
induced on the lens surface by some capillary or 
physicochemical effect. Much more intensive research on 
mode e will be required to settle this problem. 

Conditions for Respective Vaporization Modes. Variable 
factors that could be controlled in our experiments to 
determine an operational condition in each system were initial 
drop diameter D0, drop release height h, and the substrate 
liquid temperature T^,. Our reasonably precise control of 
these three factors was sometimes not enough, however, to 
reproduce, under nominally the same condition, a unique 
vaporization mode but yielded alternately two or more 
vaporization modes each of which bore a statistically specified 
fraction. Figure 7 exemplifies a typical set of data on fractions 
of respective modes obtained under constant Ta and D0. The 
fraction of each mode shows a fluctuation with a change of 
the drop release height h over a certain range of h. This 
fluctuation seems to be ascribed to the fact that the phase of 
shape oscillation of drops at their impingement on the surface 
changes periodically with the duration of their free fall which 
in turn depends on h. All the results for the R 113/ethylene 
glycol and R 113/water systems are summarized in Fig. 8 in 
the form of maps with coordinates of h and T„. On each of 
these maps one can specify a range of either of h and Ta 

wherein a desirable vaporization mode is expected to occur 
invariably. This is of practical importance because 
evaporators should be so operated that only modes with 
shorter evaporation times (i.e., modes c and e) appear. (Mode 
e may be preferable to mode c, because the latter sometimes 
yields tiny superheated droplets in the bulk of the substrate 
liquid; see stage 8 in Fig. 3.) In general, dominant mode 
changes from a to e and then to c with an increase of h under a 
constant T„. These mode transitions generally occur at higher 
h in the R 113/water system than in the R 113/ethylene glycol 
system. The transition between modes a and e may be of 
particular importance from the aforementioned viewpoint, 
and thus we would seek, if possible, an adequate criterion for 
this transition. One may think of a simple criterion, proposed 
by Ochiai and Bankoff [6], which gives the minimum value 
required for direct liquid-liquid contact of Weber number 
based solely on drop properties. However, this criterion could 
not be successfully applied to correlate our results for a — e 
transition for different D0 even in a particular system, though 
the range of Weber numbers corresponding to the transition 
agreed, only in the gross, with that reported by Ochiai and 
Bankoff with the R 113/glycerol system. Establishment of a 
more appropriate criterion is a task left for future con
sideration. 
Conclusions 

Vaporization processes of fluorocarbon drops dripped onto 
the surface of another hotter liquid were studied with the aid 
of cinephotography. Particular accomplishments of the work 
may be listed as follows: 

1 Five vaporization modes were identified as sketched in 
Fig. 3. 

2 The whole process of submerged film boiling, whose 
existence was first noted by Iida and Takashima [8], was 
revealed (Figs. 3 and 4). 

3 The vaporization mode c was for the first time 
recognized, and its whole process was revealed (Figs. 3 and 5). 

4 The five vaporization modes were found to fall into two 
classes, with evaporation rates being largely different from 
each other (Fig. 6), depending on whether the two liquids 
make a direct contact. 

5 A vaporization mode map was constructed defining 
domains on a drop release height versus temperature plane for 
each drop size and each liquid combination (Fig. 8). 
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Corresponding States Correlations 
for Pool and Flow Boiling Burnout 
The peak pool boiling heat flux can be nondimensionalized so the dimensionless 
peak heat flux is a function of a Bond or Laplace number that characterizes the 
system geometry. The dimensionless peak heat flux can be interpreted as the 
product of a geometrical function (given by previous investigations), universal 
functions of the reduced saturation pressure, and the Pitzer acentric factor. The 
latter universal functions are constructed by correlation. These are combined to give 
a single prediction of the peak heat flux that applies to all the common geometrical 
heater configurations. The probable error of the prediction, when it is compared 
with the available peak heat flux data, is 6.1 percent for substances whose dipole 
moment is not high. The method is also extended to create a comparable correlation 
for flow boiling burnout during crossflows over cylinders. There is a lack of data 
with which to check this correlation fully. 

Introduction 
The first corresponding states correlations of the peak 

boiling heat flux qmm appeared in the Western literature [1,2] 
during the early 1960s, although Borishansky's [1] for
mulation had been published earlier in Russian [3], At the 
time, it was unclear that predictions of qmax would eventually 
be made, and such correlations seemed to be the court of next 
resort. When predictions finally were made (see, e.g., [4, 5, 6] 
or the summary in [7]), interest in corresponding states 
correlations waned. 

There are, however, several reasons to resurrect an interest 
in corresponding states. For pool boiling, all the predictions 
involve a fairly simple dependence of qmax on surface tension 
CT, the liquid and vapor densities pf and pg, and the latent heat 
hfg. All take the form 

Pg
W2flfg^g°(pf-Pg) 

=/ (£ ' ) ; / . ' = (1) 

S(P/-Pg) 
The functions f(L') are all fairly simple. For example (see 

details in [6] or [7]) 

f(L') — 0.115 for large submerged 
bodies (L'> 1.2 to 4.3) 

f(L') = 0.149 for infinite flat 
plates (L' — <xi) 

(2) 
f(L') = 0.123/(7?')1/4 for horizontal 

cylinders (0.15<7?'< 1.2) 

f(L') = 0.227/CR')172 for spheres 
(0.15<i?'<4.26) 

Thus equation (1) with (2), although it is accurate within 
about ±15 percent, represents a good deal of smoothing and 
simplification of complicated phenomena. If the process of 
correlation can be sufficiently perfected, it might reveal 
details of the functional dependence of qmax that cannot be 
brought out by the simplified theories. 

The second reason for such correlations is that they cir
cumvent the need for a, pf, pg, and hfg data, which can often 
be quite hard to find. 

We shall therefore develop a more complete correlation 
based upon the more recent things we have learned both about 
corresponding states correlations and about qm„ predictions. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 5, 
1984. 

The Law of Corresponding States for qmax in Pool 
Boiling 

The law of corresponding states says that there exists a 
universal function 

= 0 (3) g(Tr,Pr,Vr,Ol) 

where Tr, pr, and vr are the reduced temperature, pressure, 
and volume, respectively. The function a> is a parameter that 
characterizes the molecular structure of the fluid. It might be 
a critical compressibility factor, a Riedel factor, or a Pitzer 
acentric factor. We use the Pitzer factor, since it has proven to 
be the most effective of the three. 

u « - l - l o g 1 0 p . ,(7V=0.7) (4) 

Lienhard and Schrock [2] noted that the variable hfg could 
be expressed as function of p, v, and T through the 
Clausius-Clapeyron equation, and a is determined with good 
accuracy by 

a^(Pf-pg)\PIM)A (5) 
where P/M is the Parachor (see, e.g. [8]) divided by the 
molecular weight. Thus equation (1) takes the form 

= fi(Pr„,,«>) 
Xf(L') 

where X is the appropriate characteristic heat flux 

X-*1/4/>c 
l /4„ P ( %Pc \ 

M\3(RTJ 

(6) 

(7) 

We note the following three features of equations (6) and 
(7): 

1 The functions L' and co were omitted in [2]. Although 
their influence is secondary, this still hurt the accuracy of the 
resulting correlations. 

2 The function X was developed in [2]. It includes the system 
variable, gravity g. It also includes the unnecessary numerical 
factor of 8/3, which (being harmless) is retained here. 

3 Since pf, pg, a, and hjg are determined by the reduced 
saturation pressure alone, Tr and vr do not appear in equation 
(6). 

The Present Correlation 

The function h(pr , ui) is the dimensionless peak heat flux 
for an infinite flat plate, qmaxp 

h(Prsat,o)=qmaXF/0A49\ (8) 

In[6],#maXf isgivenas 

qmaXF=0A49pl/2hfgV<jg(pf-Pg) (9) 
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H-

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 O.S 

Reduced saturation pressure, prsat 

Fig. 1 The reduced peak heat flux for 18 highly polar, and slightly 
polar or nonpolar, substances 

1.0 

We use this expression to ascertain the form of h in the 
following way: 

First we propose that h (pr , co) can be expressed as 

h(Prm,,u)=a(Prt)b(w) (10) 

because previous experience with corresponding states (see, 
e.g., [9]) suggests that a product law is typical. Then, since the 
function a (pr ,) should be the same for all substances 

v r^ 'sat 

=*(« ) (11) 
lmaxf' 

(<7maxF /MH? 

" f o M t )*>(«) 
( « ( / 0 & ( « ) ) i 

We use water as the standard of comparison to normalize 
these data, only because it is the best documented fluid we 
have. 

The function g(co) is evaluated with the help of Fig. 1. 
Figure 1 is a plot of qmaiF/\ a s a function of reduced 
saturation pressure. The curves for most substances are 
terminated short of pr 1, owing to the shortage of 

property data at high pressures, which was a major 
motivation for creating a correlation in the first place. (The 
fluids that we have considered, along with their relevant 
critical data, Pitzer factors, Parachors, molecular dipole 
moments, and the sources of these data, are listed in Table 1.) 
Then in accordance with equation (11), the group 

Q max^r A 

( < 7max F / ^ )H 2 0 

is evaluated at many different values of pr$M in the ex
pectation that it will be the same at anypr for a given co. 

This ratio is plotted against co in Figs. 2 and 3. Figure 2 
includes all the fluids that we considered, at six reduced 
pressures. While there is a definite central tendency among the 
data, many do not correlate well. 

However, it is well known that highly polar molecules can 
exhibit inconsistencies with the law of corresponding states 
(see, e.g., [10]). It is also true that molecules with a high 

N o m e n c l a t u r e 

a,b = arbitrary functions of p r s a t andco 
al,a2\b\,b2 = arbitrary functions of prssl and co in the flow 

boiling correlation 
f(L') = function of L' in the final correlation for 

pool boiling 
f\<fi — functions of pr and co in the flow boiling 

correlation 
g = the acceleration resulting from gravity or 

any other body force 
g(co) = function of co in the final correlation for 

pool boiling 
h(pr ,co) = function of p. and co 

y~ ' caf ' ' r 'sat hfg = latent heat of vaporization 

v = specific volume 
W = dimensionless quantity defined in equation 

(19) 
We = Weber number, 2pfU„2R/o 

X = a characteristic heat flux defined in 
equation (7) 

pf,pg = saturated liquid and vapor densities, 
respectively 

a = surface tension 
c/> = dimensionless peak heat flux, 7rgmax/ 

PghfgU*, 

co = the Pitzer acentric factor defined in 
equation (4) 

in the final Subscripts k(PrsM) = universal function of p r j a t 

correlation for pool boiling 
L = any characteristic length 

M = molecular weight 
p = pressure at the heater surface during boiling 
P = the Parachor, explained in equation (5) and 

context 
#max = the peak boiling heat flux 

R = radius of a spherical or cylindrical heater 
(R = the gas constant 
T = temperature 

Moo = velocity of liquid normal of a cylindrical Superscript 
heater 

= property evaluated at the thermodynamic 
critical point 

F = quantity for an infinite horizontal heater (or 
flat plate) 

r = reduced property; it is a property divided by 
its critical value, except in the cases of hjg 

and p as defined by equations (22) and (23) 
sat = property evaluated on the saturated liquid/ 

vapor line 

length divided by \Ja/g(pf — pg) 
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Table 1 Fluids used In this study and their physical properties 

N o n - p o l a r 
f l u i d s and 
f l u i d s w i t h 
low d i p o l e 
moments 

H i g h l y 

p o l a r 

S u b s t a n c e 

Benzene . C,H, 
6 o 

C y c l o h e x a n e , C ,H 1 2 

E t h a n e , C 0h\ 

n - H e p t a n e , C , H . , 

n - H e x a n e , C ,H- . 

M e r c u r y , Hg 

Methane , CH. 

N i t r o g e n , N-

n - O c t a n e , C^H^g 

Oxygen, 0 -

n - P e n t a n e , CrH 1 2 

P r o p a n e , C-H8 

A c e t o n e , C-H.O 

E t h a n o l , C J O 

Freon 1 1 3 , ^ C l j F -

M e t h a n o l , CH-0 

1 - P r o p a n o l , C3HgO 

Wate r , H„0 

III 

0 . 0 

0 . 3 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

2 . 9 

1.7 

<3W 
1.7 

1.7 

1.8 

P i t z e r 
f a c t o r , 

0 . 2 1 5 

0.2.13 

0 . 0 9 8 

0 .352 

0 .290 

- 0 . 2 3 0 

0 . 0 0 8 

0 .040 

0 . 3 9 4 

0 . 0 2 1 

0 . 2 5 1 

0 .152 

0 . 3 1 8 

0 . 6 3 5 

0 .252 

0 . 5 5 6 

0 .600 

0 . 3 4 8 

C r i t i c a l Data 

T 
c 

C°K) 
5 6 2 . 1 

553 . 4 

305 . 4 

5 4 0 . 2 

507 . 4 

1763 . 

1 9 0 . 6 

1 2 6 . 2 

5 6 8 . 8 

1 5 4 . 6 

4 6 9 . 6 

3 6 9 . 8 

5 0 8 . 1 

5 1 6 . 2 

4 8 7 . 2 

5 1 2 . 6 

5 3 6 . 7 

6 4 7 . 3 

Pc 
(MPa) 

4 . 8 9 4 

4 . 0 7 3 

4 . 8 8 4 

2 . 7 3 6 

2 . 9 6 9 

1 5 3 . 

4 . 6 0 0 

3 .394 

2 .482 

5 . 0 4 3 

3 .374 

4 . 2 4 6 

4 . 7 0 2 

6 . 3 8 3 

3 . 4 1 5 

8 .096 

5 .168 

2 2 . 0 5 

X** 

(kW/m2) 

227 .72 

1 9 1 . 4 5 

2 5 9 . 2 9 

113 .28 

1 2 9 . 4 7 

10900 . 

238 .25 . 

1 4 1 . 1 0 

101 .62 

2 0 8 . 0 7 

1 4 9 . 6 3 

2 0 4 , 3 8 

1 9 3 . 0 2 

2 7 0 . 3 0 

1 3 0 . 1 0 

3 0 2 . 7 8 

2 1 8 . 3 6 

1037 .35 

P/M 

1 /Syne" cm 1 
Y* cm gm / 

2 0 6 . 2 / 7 8 . 1 1 4 

2 4 0 . 3 / 8 4 . 1 6 2 

1 1 1 . 0 / 3 0 . 0 7 0 

3 1 1 . 0 / 1 0 0 . 2 0 5 

2 6 9 . 5 / 8 6 . 1 7 8 

7 0 . 3 / 2 0 0 . 6 

7 1 . 0 / 1 6 . 0 4 3 

6 0 . 2 / 2 8 . 0 1 3 

3 5 0 . 0 / 1 1 4 . 2 3 2 

5 3 . 6 / 3 1 . 9 9 9 

2 2 9 . 1 / 7 2 . 1 5 1 

1 5 1 . 3 / 4 4 . 0 9 7 

1 6 0 . 3 / 5 8 . 0 8 0 

1 2 7 . 2 / 4 6 . 0 6 9 

2 4 4 . 0 / 1 8 7 . 3 8 0 

8 8 . 1 / 3 2 . 0 4 2 

1 6 5 . 7 / 6 0 . 0 9 6 

5 2 . 1 / 1 8 . 0 1 5 

Data 
S o u r c e * 

[13 ,14 ] 

[13 ,14 ] 

[ 1 3 , 1 6 ] 

[13 ,16 ] 

[13 ,16 ] 

[16] 

[13 ,16 ] 

[13 ,16 ] 

[13 ,16] 

[13 ,16 ] 

[13 ,16 ] 

[ 1 3 , 1 6 ] 

[13 ,14 ] 

[13 ,14 ] 

[13 ,17 ] 

[13 ,14] 

[13 ,14] 

[13 ,16] 

*A11 o data are from [23] . 
Hg 

[13]. 

These X's are all based on g = earth-normal gravity. 

"deBoer parameter" (see, e.g., [11]) do not obey the law. 
These are generally such very low boiling point liquids as He 
and H2 . The lowest boiling point liquids included here are 0 2 , 
N2 , and methane. We repeat Fig. 2, omitting those fluids with 
high dipole moments, in Fig. 3. 

Figure 3 reveals that the influence of pr^ is small enough to 
ignore, and that the low and zero dipole moment fluids define 
a smooth and uncomplicated g(o>). It also reveals that the co-
dependence of <7maxr is almost linear. This is consistent with 
previous experience with the Pitzer factor (see, e.g., [9], [12] 
and [13]). The data can be represented within ±7 percent by 

g(oj)=0.46 + 1.07co (12) 

Equation (12) is included in Figs. 2 and 3. In Fig. 2, with the 
highly polar substances included, the error of equation (12) 
rises to ±16 percent. The highest deviation of nonpolar and 
low dipole moment data from a straight line in Fig. 3 is 
among the low boiling-point fluids: N2 , 0 2 , and methane. It 
is possible that they exhibit some minor failure to conform to 
the law of corresponding states. 

Figure 4 reverses the process of obtaining g(co) from Fig. 1 
and, in so doing, provides the universal function k(prsal) 

,/X 
^k(prsJ^b(o>)^0a{p, ) H 2 O (13) 

It is important to note that the right-hand side only ap
proximates k, since g(co) was obtained by fairing a line 
through many points, each of which satisfied equation (11) 
individually. The faired line, however, does not exactly satisfy 
equation (11) anywhere. Therefore, k is not wed to the 
properties of the highly polar fluid, water, as equation (13) 
would suggest if it were precise. 

The data in Fig. 4 can be represented by the equation 

* ^ „ t ) = 5 9 < f 5 - 5 2 . 8 ^ " - 6 . 2 , , " (14) 

This expression is well within the data scatter above p r = 
0.06, and it is less than 4 percent high at lower pressurestrhe 
data can be represented better at low pressure by the first term 
alone 

k(PrsJ- 59p, 0.355 for PrM ^ ° - 0 6 (15) 

Finally, if we return to equation (6) with the functions g and 
k, we expect to find 

\f(L')k{p. )*(«] 
= 1 (16) 

The available qmax data for fluids with zero, or low, dipole 
moments are reduced in accordance with the left-hand side of 
equation (16) and plotted againstpr in Fig. 5. They have an 
average value of 0.973, which is almost equal to unity, and a 
standard deviation of ±0.061. 

Illustration of the Extension of the Method to Flow 
Boiling 

What is done in the preceding section, can be done any time 
we have a prediction for burnout that is free of transport 
properties. Let us repeat the process for a flow boiling 
configuration. 

Hasan, Hasan, Eichhorn, and Lienhard [24] showed that, 
for the relatively high-speed flow of a saturated liquid normal 
to a cylinder of diameter, 2R: 

'*[>*Wr] <"> 
ftfir 

Pghfgua 
= 0.000919-

where u„ is the liquid speed and the Weber number, We = 
2pfux

2R/a. Equation (17) takes the reduced form 

=/i + 
h 

where the new dimensionless quantities are 

W=-
2ulR 

(pc/(RTc)HP/M)* 

/ , ^0.0002925pr/hrfg 

f2 =0.00477(1 -Pg/pf)WPr/h% 

hrfg =hfg/Tc 

Pr=p/(pc/(RTc) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 
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1.0 

0.8 

0.6 

0.4 

0.2 

g(u))= 0.46 + 1.07 uu 

Symbol 

o 
A 

+ 
X 

0 
D 

P'sat 
0.01 
0.05 
0.10 
0.20 
0.30 
0.40 

-0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

Pitzer acentric factor, tu 

Fig. 2 An attempt to establish the function g(u) using data for fluids of 
all dipoie moments 

1.0 

0.8 

•) 
II o 

•< "̂  1L 

X 

F 
CT 

~* 
< •*-s 

3 
E 

P. 

0 6 

0.4 

0.2 

~T 

g(uu) = 0 .46+ 1.07 UJ 

0J-:—"-

Symbol 

o 
A 

+ 
X 

o 
o 

Prsat 

0.01 
0.05 
0.10 
0.20 
0.30 
0.40 

-0.3 -0.2 -0.1 1.0 0.2 0.3 0.4 

Pitzer acentr ic factor, uu 

Fig. 3 The function g(u) based on data for slightly polar and nonpolar 
substances 

35 

Pr„ , 
0.01 0.02 0.03 

faired k(p rsa|) curve given 
fay equation (14) 

(plotted to lower abscissa) 

o physical property data at each pr \ 
and their range of variation , 

0.3 0.4 0.5 0.6 0.7 
reduced saturation pressure, p 

rsat 

Fig. 4 Formation of the universal pressure function, k(p, ), based 
on slightly polar and nonpolar substances 
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~ 1.00 
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(0 

E 

0.25 
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_x / 

- Data: 

A n-pentane 
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" D nitrogen 

A nitrogen 

® oxygen 

- X benzene 

V benzene 

O cyclohexane 

l l 

/ / 
/ / 

X C 
-x— -

[21 

[21 
[181 
[20 

[15 

[19 
|22 

[ 2 j 

I I I | 

^°„° ° 

til 

sphere 

cylinder 
plate 

cylinder 

i i 

T 

_o^p J o l l 

^ -

denotes rms scatter 

of several data. __ 

(Probable errors of 

individual points are not 

quoted from sources) 

horiz. ribbon 

, , , i 
0.002 0.01 

reduced saturat ion pressure, p 

0.04 

Fig. 5 Comparison of the present prediction (equation (16) or (29)) with 
9 max data for slightly polar and nonpolar substances 

L 

the range: 0.005 i p r s 0.40 

J I I J 
- 0 . 3 - 0 . 2 - 0 .1 0.0 0.1 0.2 0.3 0.4 0.5 

The Pitzer acentr ic fac tor , w 

Fig. 6 The functions b-|(w) and b2(«) based on data for nonpolar and 
slightly polar substances 

Taking our cue from the pool boiling problem, we again 
assume that 

sat \ (24) 
/2=a2(p,sat)62(co) J 

Then, proceeding exactly as we did for pool boiling, we first 
evaluate the functions bx and b2. These are shown in Fig. 6 
(where we have omitted data for the highly polar fluids). The 
co-dependence is again linear, and it is given within ±10 
percent by 

bx (w) = 0.01135co + 0.005 "I 
\ (25) 

&2(u)=1.125a> + 0.365 J 
Figure 7 reverses the process of obtaining bt(w) and b2(w) 

and provides the pressure functions ax(pr ) and a2(pr ): 

^iKJ and rxr^OO 6,(o>) " ' - ' • * ' — b2M 

The data in Fig. 7 can be represented by the equations 

«1Kat) =
 3-°(1-^sat°-

58) (27) 

3 

7.0 

6.0 

5.0 

4.0 

3.0 

2.0 

1.0 

0.0 

. . j . . g iven by 
f a i r e d a 2 ( p r ) curve- i 3 ' 
, , . , . f e q u a t i o n _ 
fa i red a , ( p r s a t ) cu rve J ^ i 

T p h y s i c a l p r o p e r t y at 

^ e a c h P r s a t and the i r 
range of v a r i a t i o n 

J_ 
0.0 0.1 0.2 0.3 0.4 0.9 1.0 

f sa t 

Fig. 7 Formation of the pressure functions, a1(p r ) and a2(p r ) 
based on slightly polar and nonpolar substances s a s a 

1.6 
1.5 

1 . 0 

0 . 5 

i 
Data presented or quoted in f_243 D $ 

O water (4 points ) 
©methanol (10 points) 
D isopropanof (18 points) 
EH isopropanol (21 points) 
AFreon 113 (3 po in ts) 

I _ _ L i 
0 . 0 1 0 . 0 2 0 .03 

reduced saturat ion pressure, p 

Fig. 8 Comparison of prediction, equation (18), based on equation 
(17), with data for polar substances only. Deviations might either be the 
result of the limitations of equation (17), or of the noncomformity of 
polar substances. 

Finally, if we return to equation (18) with the functions a{, 
a2,bx, and b2, we expect to find 

PcWoo ( / ,+ / ; - / Win) 
1 (28) 

Unfortunately, we have no nonpolar qmax data (that are 
free of systematic problems) for comparison with equation 
(28). The available polar data (free of end effects, gravity 
influences, etc.) that are quoted or presented in [24] are 
reduced according to equation (28) and plotted in Fig. 8. Of 
course, we do not expect polar substances to show good 
conformity, but the deviations we see here might be 
systematic in p r ^ . It is possible that the linear dependence of 
(("max o n Pf/pg> expressed in equation (17), is not entirely 
correct, and that Fig. 8 calls attention to this weakness. 

Figure 8 strongly calls for flow boiling burnout data in 
nonpolar liquids. But even without such data, Fig. 8 shows 
how the use of corresponding states correlations might 
suggest relatively minor corrections to qmm predictions. 

It is interesting to recall that in 1941 Cichelli and Bonilla 
[25] noted that pool boiling burnout maximized, for a given 
fluid, when pr was close to 1/3. The present pressure 
functions are such that <7max is greatest at p r M = 0.316 for 

decreases 
(max is greatest at p r ^ = 

pool boiling. However, in flow boiling qmsx 
monotonically with/? rsat, showing no local maximum. 

(26) Conclusions 

The peak pool boiling heat flux can be predicted at any 
pressure, and in any geometry for which f(L') has been 
established, using 

qmas = \f(L')k(p, ,)g(co) (29) 
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The only physical properties of the fluid that need be known 
are pc, Tc, to, and P/M. The functions k and g can be read 
from Figs. 4 and 3, or calculated from equations (14) or (15) 
and (12). 

This prediction should be accurate within a standard error 
of ±6.1 percent for nonpolar and slightly polar fluids. The 
error for the highly polar fluids can rise to about twice this 
value. The prediction can be expected to fail if it is applied to 
such low boiling-point fluids as He or H2. 

Corresponding states correlations can be created for 
burnout whenever qmax depends only on thermodynamic 
properties, with no transport properties involved. We have 
developed another example of such a correlation for flow 
boiling on a horizontal cylinder. Both the pool and flow 
boiling correlations suggest that the method has potential 
value as a means for diagnosing minor weaknesses in <ymax 
predictions. 
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Introduction 

On Predicting Burnout in the Jet-
Disk Configuration 
The prediction of boiling burnout in the jet-disk configuration by Lienhard and 
Eichhorn (based on the mechanical energy stability criterion) is used to recorrelate 
the data of Katto, Monde, and others. This new correlation includes the iden
tification of the ranges of influence of viscosity (of a Reynolds number) and of 
gravity (of a Froude number.) The correlation brings the data together within a 
standard deviation of ±8.66percent in the range in which viscosity and gravity 
exert no influence. 

Liquid jets impinging on heated plates cool them very 
effectively when boiling occurs. Most of the measurements of 
the peak heat flux qmax in this configuration have been made 
by Monde, Katto, Ishii, and Shimizu (see, e.g., [1-5].) They 
have measured qmsx as high as 18.26 MW/m2 [1], on water-
cooled disks. This arrangement thus offers a way of meeting 
many current demands for extremely high cooling rates. Our 
own interest in this process related to its potential use in 
removing heat from the inside of solar receivers. 

In 1979, Lienhard and Eichhorn applied the Mechanical 
Energy Stability Criterion [6] to the prediction of qmax for this 
configuration, depicted in Fig. 1. Their interest was restricted 
to the case for which the incoming liquid is saturated, 
although Katto et al. also provided data for subcooled jets. 
They pointed out that burnout must then occur when the 
kinetic energy of the vapor leaving the surface equals or 
exceeds the mechanical energy carried away as surface energy 
of the liquid droplets created by boiling. They obtained the 
following equation for the burnout heat flux 

0B ""- =ruiaui\ — ^ 1 (1) 
L v /3WeJ Pghfgu L n /3We-

where r = pf/pg, We = pfu
2D/a, /3 = Did, D is the diameter 

of the disk, d is the jet diameter, a is the fraction of the in
coming liquid converted to a droplet spray by the boiling 
process (see Fig. 1), and r\ is an appropriate mean diameter of 
the droplets. 

The most serious problem involved with equation (1) is that 
of representing the unknown droplet diameter. Lienhard and 
Eichhorn used dimensional analysis to express d/rj as 

d/r,p=MWe4>2/(3,r) (2) 
where /3 on the right should have been squared—an error that 
has hitherto gone unnoticed. They looked at the inviscid term 
from the classical Nukiyama-Tanasawa (see, e.g., [7]) ex
pression for the droplet diameters formed by the aerodynamic 
breakup of jets 

r,~oin/p//2u (3a) 

and noted that it was dimensional. Adding the missing 
dimension d and arguing that u should be replaced with ug = 
q/pg/hfg, the average velocity of vapor normal to the disk, 
they recast equation (3a) in the form suggested by equation (2) 
they got 

(tf/7/)1/3=/rt(r)/31/3WeV''/3-'1 (3b) 

where /3~° should have been /3~2a, and where Nukiyama's 
result suggests that a = 1/6. Assuming that a depended only 
on r, Lienhard and Eichhorn substituted equation (3b) in (1) 
and obtained 
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/(/•) r & 
L We J (4) 

They showed that equation (4) correlated the data of Monde 
and Katto [1, 2], and that A varied from 1/3 to 1/2 as r 
decreased. 

Lienhard and Hasan [8] subsequently expanded the 
correlation based on equation (4), adding the new results of 
Katto and Shimizu [4]. These data, obtained with F-12 and F-
113, greatly extended the range of r and helped to clarify the 
variation of A (r). However, Monde [9] recently pointed out 
to us an error in [4] that reflected the mishandling of /3 in 
equation (4). He also showed us unpublished data for higher 
pressures that exposed this error. We must therefore refor
mulate the correlation. 

We shall develop the recorrelation here, considering two 
previously ignored limitations and continuing to restrict 
consideration to saturated jets. The two new considerations 
are the influences of viscosity and of gravity. 

Reformulation of the Correlation 

We propose to make two changes in the adaptation of 
equation (3a) to the jet-disk system: We shall take u, rather 
than ug, to be the characteristic velocity because ug < < u in 
the ranges of interest. Then we enter equation (3b) with /3~2a 

and a = 1/6, and obtain 

(d/rt)
i/3=fn(r)We1 (5) 

We also grant that a = a(r as well as We), which can 
probably be written as a = fn(r)fn(We). Then equation (1) 
becomes 

fn(r) 
• W e a(r) (6a) 

(,6We)1/3 

which can be written, for our subsequent convenience, in the 
form 

1000 ~M<r> T 1000 1 
(6b) 

Viscous Retaration of the Liquid Sheet 

An inviscid spreading sheet formed by the impinging jet 
(see Fig. 1) will thin out inversely with radial position. 
Viscosity has the effect of slowing the sheet so it thins out less 
rapidly. Indeed, the sheet will even start to thicken as its speed 
diminishes far enough. (This thickening should not be con
fused with a hydraulic jump, which can also occur.) Previous 
experimental studies have shown [1] that burnout occurs at 
the edge of the disk, where the sheet should be thinnest. Any 
correlation that ignores viscosity must therefore fail when 
viscous drag significantly influences the sheet thickness near 
the edge. 
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Fig. 1 The jet-disk boiling heat removal configuration (left), and the 
viscous drag process (right) 
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-equation (6b) 
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Fig. 2 Experimental demonstration that gravity does not influence 
burnout when Fr > 10, based on the data of Monde and Katto [1] 

used a simple parabolic Nusselt profile. His calculation 

by 
3max=AMx/tf=0.5245Re1/3 

(7) 

where Re = ud/v, and where we denote the diameter as a 
"maximum" because a correlation that does not involve Re, 
can hardly have any validity beyond this limit. Watson also 
showed how to predict the actual thickness of the sheet subject 
to viscosity. His results give the basis for expressing the sheet 
thickness 8 as 

= l+2.816(33/2/VIe; D<D0 (8a) 
^inviscid 

= 4.838/33/Re+1.385; D>D0 (Sb) 

We subsequently identify a maximum permissible increase 
of 8 over its inviscid value, beyond which there should be a 
viscous influence on burnout. We do not know where that 
limit lies, so we shall have to determine it subsequently, by 
correlation. 

Watson [10] calculated the drag using the model shown on 
the RHS in Fig. 1. He considered drag to occur in a Blasius 
boundary layer (b.l.) profile, up to a diameter, D = DB, 
where the b.l. reached the edge of the liquid. Beyond D0, he 

The Influence of Gravity 

The dimensional functional equation for gmax takes the 
following form when we include viscosity and gravity in it 

a, b 

A(r) 

b. l . 
D,D0 ,Dmax 

d 

= unde te rmined ex
ponents 

= exponent in equation 
(4) or (fib); a function 
of r 

= boundary layer 
= diameter of disk 

heater, diameter of 
spreading liquid sheet 
where b . l . first 
penetrates to outer 
interface, diameter of 
spreading liquid sheet 
where its thickness is 
least. 

= diameter of incoming 
jet 

Fr 

/ ( r ) , / 2 ( r ) 

g 

h/8 

<7><7max 

r 
Re 

u 

us 

= Froude number, 
u/y/gD 

= functions of r in 
equations (4) and {fib) 

= gravitational ac
celeration 

= latent heat of 
vaporization 

= heat flux; peak, or 
"burnout" heat flux 

= PjIPs 
= Reynolds number, 

ud/v 
= the incoming jet 

velocity 
= Q/Pghfg, average 

vapor velocity normal 
to the disk 

We 

a 

0 
5 

V 

V 

Pf'Pg 

a 
4> 

= Weber number, 
pfu

2D/a 
= fraction of liquid jet 

converted to droplet 
spray 

= Did 
= local thicknesses of the 

liquid sheet on the disk 
= an appropriate mean 

spray-droplet diameter 
= kinematic viscosity 
= saturated liquid and 

vapor densities, 
respectively 

= surface tension 
= dimensionless peak 

heat flux, 
Qmax/PghfgU 
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Fig. 3 Experimental determination of values of r^M and A(') 
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Fig. 4 The functions: /2W and A(r) 

Qmaxs{Pf,Pg,h/g,D,d,o,v,u,g) (9) 

Ten variables in four dimensions require six Il-groups 

<6=/(r,We,/S,Re,Fr) (10) 

where Fr is the Froude number, w/VgD. (Equation (6b) 
should account for the roles of <j>, r, We, and /3, without Fr 
and Re.) 

Normally, an appropriately defined Fr that is less than ten 
is small enough to signal significant gravity effects. We 
choose D (instead of d) as the characteristic dimension of Fr 
because we expect gravity to create disturbances whose sizes 
are on the order of the disk diameter. If this is the case, then 
the predicted correlating equation (6) will fail for some Fr < 
10. 

The only data that might permit us to test for the critical 
value of Fr directly, are those of Monde and Katto [1] who 
observed qmax on both upward- and downward-facing plates. 
Two sets of burnout data are plotted against absolute values 
of Fr in Fig. 2. They appear to superpose down to Fr =• 10. 
Matched upward and downward <jmax data are not available at 
lower Fr's. 

400/Vol. 107, MAY 1985 

Dimensionless experimental burnout heat flux,(———) 

Fig. 5 Comparison of the correlation with data 

Recordation 

The data of Monde and Katto [1], Katto and Monde [2], 
Katto and Shimizu [4], and Monde [5] are plotted on ln($/31/3) 
versus ln(We) coordinates in Fig. 3, in conformity with 
equation (6b). A different symbol is alloted to each value of 
r—to each fluid at each pressure. Thus the slopes of faired 
straight lines through the data for each r, and their ordinate 
intercepts at We = 1000, are A(r) and/2(/-), respectively. 
We have eliminated those data from Fig. 3 that might be 
influenced by viscosity or by gravity. We defer explanation of 
how these points were identified, for the moment. 

The measured values of A (r) and/2 (r) are plotted in Fig. 
4. They form very regular curves that are given by the func
tions 

f2(r) = 0.00171 r + 0.21 (11) 
A (r) = 0.486+ 0.06052(lnr) -0.0378(lnr)2 +0.00362(hv)3 

(12) 

We finally return to equation (fib) with equations (11) and 
(12) to get our prediction of the peak heat flux. The predicted 
<t> is plotted against data in Fig. 5. It is accurate within 8.66 
percent for /3/Rel/3 < 0.40 and Fr > 8. 

Discussion and Conclusions 

The viscosity limit, 0/Re1/3 = 0.4, corresponds (see 
equation (8a)) with a 71 percent thickening of 5. This limit and 
the gravitational limit on Fr are somewhat arbitrary and are 
set where the available data—and additional unpublished data 
[9]—cease to correlate well. These limits are presented ten
tatively; however, the available data do suggest that qmax 
generally tends below the correlation when /3/Re1/3 > 0.40 or 
where Fr < 8 for downward facing heaters. 

Subject to these limitations, equation (6b) with equations 
(11) and (12) provides excellent correlation of the existing 
data. 

It is interesting to note that Katto and his co-workers [4, 6] 
identified several regimes of burnout. The primary two were 
the velocity-independent (or I) regime and the velocity-
dependent (or V) regime. Equation (6b) reflects these regimes. 
It shows that </max varies as u1/3 at low pressure (where r is 
large.) But as the pressure is increased and r decreases, the 
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influence of velocity on qmsx decreases and vanishes entirely at 
/• = 5. 
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An Analysis of Wawe Propagation 
in Bubbly Two-Component, 
Two-Phase Flow 
Wave propagation in bubbly two-phase, two-component flow was analyzed to 
assess the validity of some interfacial transfer laws for two-fluid models of two-
phase flow. A dispersion relation was derived from the linearized conservation 
equations and the Rayleigh equation. The phase velocity and wave attenuation 
calculated from the dispersion relation, compared well with existing high- and low-
frequency data. The virtual mass term was found to have a significant effect on 
wave dispersion in the bubbly flow regime. Thermal effects were found to be im
portant in determining the resonance phenomenon and wave scattering was a major 
source of damping at frequencies higher than the resonance frequency. 

Introduction 
In order to derive tractable mathematical expressions for 

two-phase mixtures, space/time averaging methods have been 
applied to the conservation equations for each phase. In two-
fluid models [1, 2], the space/time averaged conservation laws 
for each phase must be coupled with constitutive equations 
relating the interfacial transfer of mass, momentum, and 
energy. The postulated forms of these constitutive equations, 
and the corresponding coefficients which invariably arise in 
these equations, must be determined empirically. Intuition 
and empiricism are strong components of the two-fluid ap
proach, nevertheless, there exists a logical framework within 
which the relevant physical phenomena can be introduced [3]. 

The two-fluid model explicitly allows for mass, momen
tum, and energy transfers at the interfaces. Of these in
terfacial transfers, the most important, from the point of view 
of system classification and numerical stability, are the 
nonequilibrium momentum transfer laws, since they basically 
determine the characteristics of the mathematical system 
under consideration [4], A bubble imbedded in a flowing 
liquid is influenced by a number of mechanisms, such as the 
drag force, virtual mass force, and Basset force, all of which 
act on it through the momentum transfer taking place at the 
gas/liquid interface. 

An examination of virtual mass effects for bubbly flows 
shows [5] that such nonsteady effects in the interaction terms 
can be bigger than the inertial terms in the bubble's 
momentum equation. The virtual mass force is normally 
assumed to be proportional to an appropriate relative ac
celeration; however, the proportionality factor must be 
determined experimentally. It is the purpose of this study to 
show how the proportionality factor can be determined, arid 
that the inclusion of the virtual mass force yields a system of 
conservation equations which are able to model accelerating 
two-phase flow phenomena. 

The propagation of infinitesimal disturbances (e.g., sound 
waves) represents one important way to verify and quantify 
some of the nonsteady aspects of the interactions between 
phases. Specifically, the importance of virtual mass can be 
assessed through its effect on the wave dispersion properties 
of the system of conservation equations that represent the 
dynamics of the two-phase mixture. 

When an oscillatory pressure is imposed on a two-phase 
mixture, the dispersed gaseous phase reacts by expanding and 
contracting periodically. The radial motion of the liquid 
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subsequently modifies the response of the two-phase mixture 
to the forcing function, and hence leads to a frequency-
dependent pressure wave propagation speed. Wave 
propagation in a bubbly flow becomes more complicated 
when the effects of bubble pulsations become important. 
Since under the influence of a sinusoidal pressure per
turbation, the gas bubbles imbedded in the liquid constitute a 
potentially resonant system, the phase velocity and at
tenuation of a pressure wave shows a resonance. 

Previous two-fluid dispersion relations derived by Mecredy 
and Hamilton [6], and by Ardron and Duffey [7], did not take 
into account the dynamics of the dispersed phase (i.e., the gas 
bubbles). Hence, their models are unable to predict resonant 
phenomena. Drumheller and Bedford's [8] model on wave 
dispersion in a bubbly liquid did consider the effect of the 
pressure perturbations on bubble response. However, wave 
scattering by the bubbles was not considered in their model, 
and thus it could not be applied to frequencies near and 
beyond resonance. In another study, Van Wijngaarden [11] 
considered a model for two-phase flows that uses a two-fluid 
model plus a bubble dynamics equation. However, that model 
considered neither the relative motion nor the heat transfer 
effects at the interface. 

In order to study the nature of the frequency-dependent 
wave propagation speed in a two-phase mixture, a wave 
dispersion relation for a two-component (air/water), two-
phase flow was derived from a two-fluid, two-pressure model. 
A modified Rayleigh bubble dynamics equation was used as 
the constitutive law which related the two phasic pressures. 
Both the phase velocity and attenuation were calculated as a 
function of frequency and were compared with existing low 
and high frequency data (including resonance). 

The two-phase flow equations used in the present wave 
dispersion model were those of the one-dimensional 
space/time averaged phasic conservation equations of mass, 
momentum, and energy with nonequilibrium momentum and 
energy transfer at the interface. An objective form of the 
relative acceleration [5] was used in the modeling of the 
virtual mass force. The liquid and vapor phases were assumed 
to be compressible, and the vapor phase (air) was assumed to 
behave like an ideal gas. 

Analysis 

Conservation Equations. The conservation laws that 
govern the dynamic behavior of a two-component, two-phase 
mixture are those of mass, momentum, and energy. For 
phased (k=g, I), they are [1, 2] 
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Conservation of Mass 

d d 
Yt (ak Pk) + J- (<*kPkUk) = 0 (1) 

Conservation of Momentum 

3 9 , 
— (akpkuk) + — (akpkui)--
ot az -ak dz 

+ akpkgkcos8+Mk-Tk 

Conservation of Thermal Energy 

(2) 

a 
"ft 

d (dpk dpk \ 
(dkPkhk) + Y (^kPkUkhk) =ccky— +uk-^~J 

-ukrk + 
Qki 

(3) 

The dependent variables in equations (1), (2) and (3), (i.e., 
ak> Pki uk> hk, pk), are space/time averaged variables, where 
for convenience, we have dropped the averaging notion. The 
time scale used in the averaging process is large compared to 
microscale fluctuations (e.g., turbulence) but is small com
pared to the macroscopic scales of interest; specifically the 
wave period. On the other hand, the length scale is large 
compared to microscopic scales (e.g., the bubble radius and 
the inter-bubble distance) but is small compared to the wave 
length. The continuum approximation further requires that 
the bubble size be much smaller than the wavelength. 

Constitutive Equations. The system of equations (1-3) 
expressed above is insufficient to describe two-phase flows. 
They must be supplemented with constitutive equations ex

pressing the interfacial transfer laws in terms of the dependent 
variables 

As mentioned previously, for two-component, two-phase 
flows, the most important transfer law is that due to in
terfacial momentum transfer. This law has at least three 
components and can be written in the form 

M,= -Mg = a[FD +FVM +FR] (4) 
where (per unit bubble volume), FD is the drag force, FVM is 
the virtual mass force, FR is the reaction force due to the 
change in radius of the dispersed phase, and a4. ag. 

In this study, Hench's [12] model for drag force was used in 
the form 

*n=lpi(^(ug-»i)\(»g-ul)\ (5) 
8 Kb 

where, for churn-turbulent and bubbly flows, (0 < a < 0.3), 
the ratio of the drag coefficient, CD, to the bubble radius, Rb, 
is given by [12] 

CD 

R, 
= 110(1 -a)3 ( m 1 ) (6) 

This simple interfacial drag law has been found [15] to be 
sufficient for our purposes here. Moreover, when the so-
called Basset force was included in the analysis it was found 
[15] that the effect was quite small, and thus it could be 
neglected. 

The virtual mass force (FVM) is written as a product of the 
virtual mass of the liquid displaced by a bubble and the 
relative acceleration between the two phases. That is 

^vM = PiCVMaVM (7) 

where, CVM is the so-called virtual volume coefficient. This 
coefficient is, in general, a second-order tensor. However, we 

N o m e n c l a t u r e 

a = 
aVM = 

C = 
C-VM = 

CPh = 
Cn = 

F 
FVM 

FD 
FR 

FW 

f 

g 
Hi 

h 
i 

k 
\/Ls 

Mk 

P 
q'ki 
R 

thermal diffusivity 
virtual mass acceleration 
speed of sound 
virtual volume coefficient 
phase velocity 
drag coefficient 
constant pressure specific 
heat capacity 
constant volume specific heat 
capacity 
hydraulic diameter 
force 
virtual mass force 
drag force 
virtual mass reaction force 
due to the change in radius of 
the dispersed phase 
wall frictional force 
Darcy-Weisbach friction 
factor 
gravitational acceleration 
interfacial heat transfer 
coefficient 
enthalpy 
imaginary number, V ^ l 
wave number 
interfacial area density 
interfacial momentum 
transfer of phase-A: 
pressure 
interfacial heat flux 
radius 

r = radial coordinate 
T = temperature 
t = time 
u = velocity 
u = gas velocity perturbation in 

the radial direction 
V = volume 

ZPV = parameter defined in 
equation (33) 

ZTR = parameter defined in 
equation (34) 

z = axial coordinate 

Greek Symbols 

a = void fraction 
Pk = parameter defined by 

equation (20) 
7] = attenuation coefficient 
K = thermal conductivity 

K = polytropic exponent of a gas 
X = parameter in the objective 

form of the virtual mass 
acceleration 

Xg — thermal diffusion length of a 
gas bubble 

/x = dynamic viscosity 
w = angular frequency 
</> = velocity potential 

<j>k = parameter defined by 
equation (21) 

p. = density 
a = surface tension 

6 = an angle 
T = wall shear 
J = eigenvector 

Subscripts 

b = bubble 
D = drag 
fri = friction 

g = gas phase 
oo = bulk 
/ = imaginary 
/ = interface 

k = phase-/: 
ki = interface of phased 

/ = liquid phase 
n = natural or resonant 
n = nth mode 

ph = phase 
r = radial component 

R = real 
VM = virtual mass 

o = equilibrium value 

Other Symbols 

( 
8( ) 

( ' ) 

) = time derivative 
perturbation 
perturbation in the form of a 
function of the radial 
coordinate 
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have assumed that the two-phase flow is locally isotropic, and 
thus CVM can be regarded as a scalar. The most general ob
jective virtual mass acceleration is given as [5]. 

*VM= Dt g -M/) + ( u g - u , ) . [ ( X - 2 ) V u g + ( l - X ) V u / ) 

(8) 

Both CVM and X are expected to be a function of the local void 
fraction a. 

' Another virtual mass type effect is due to the change of 
radius of the bubble. This additional reaction force is a 
consequence of the pressure distribution around a sphere of 
variable radius, and is given by [13] 

3 D.Rb 
F R = R ~ CVM Pl{Ug ~n,) ~15T~ (9) 

For gaseous bubble undergoing unsteady motion, the 
virtual mass forces and the bubble inertia are important in the 
short-lived initial transient period. 

Since, in this study, only the liquid phase was assumed to be 
in contact with the wall, the shear stress at the wall is 

r „=0 (10) 

and, 

v l f II 
I L)H 

(11) 

The task of relating the interfacial pressures pki to the 
average pressures pk will now be considered. For pulsating 
bubbles, it is a good approximation to assume 

Pgi=Pg(r)\r=Rb (12) 

It is, however, necessary to account for the scattering of 
pressure waves in the fluid by the bubbles. For this purpose, 
we shall assume that scattering effects occur on a scale smaller 
than the inter-bubble distance. That is, we assume that 
pressure fluctuations in the neighborhood of the bubble are 
spherically symmetric and we can treat each bubble as being 
isolated from the others, thus the motion of the liquid can be 
related to the pressure difference through the Bernoulli 
equation 

d4>{R„) _p,„V) P»{t)
 +llV4>(Rb)Y-

Pi 2l ' dt PI 

The continuity of normal stress at the bubble wall requires 
that 

pAR„,t)-pu(t)' 
2a 

~R~b~ 
-2jt, (14) 

where a is the surface tension. By assuming spherical sym
metry, the appropriate velocity potential </>(/•) is given by [14] 

>(r) = -
<%Rbe" 
r(\-ikbRb) 

(15) 

where 

Ar44 u/Ci (16) 

is the wave number of the periodic disturbance generated in 
the surrounding liquid, and C, is the speed of sound in the 
liquid phase. By using equations (14) and (15) in equation 
(13), the bubble dynamics equation can be expressed in the 
form 

PiRbRb . 2 r 2 

p,Wi»t)-pi- = 7Tzijnr^+f,'R'> la-ikhRh (l-ik„Rb) b^b) 

2/ / kbRb \ 21 ( 4/i, ^ r (kbRb)
2/2l | 2a 

\ikbRb-W J Rb
 bl (l-ikbRb)i Rb 

It is interesting to note that if terms of order kbRb, or higher, 
are neglected in equation (17), the classical Rayleigh's 
equation (including viscous shear) is recovered 

pg(Rb,t) -p,oa=piRbRb+ -pi(Rb)
2 , *HiRb , 2q 

Rb Rb 
(18) 

In the linearized form of equation (17) terms of order kbRb 

and higher represent the acoustic effects on a forced pulsating 
bubble. 

For the thermodynamic aspect of the problem, the equation 
of state valid for the local variables is assumed also to be 
applicable for the averaged variables. The equation of state 
for phase-A: is taken to have the form 

Pk=Pk(Pk>f'k) 

If we define the following partial derivations 

and 

&kk (-p.) 
\ dpk / h 

(19) 

(20) 

(21) 

Then the isentropic speed of sound in phase-& is given by, 

- L = j 5 + ± 0 (22) 
Ck Pk 

In this analysis, the gas (air) is assumed to behave as an 
ideal gas. Thus it is possible to replace the gas thermal energy 
equation by an appropriate gas equation of state which takes 
into account the thermal energy exchange at the interface. 

The volumetric interfacial heat transfer rate, qki/Ls, is 
given by 

4^^i-n) (23) Qki 

where H, is the interfacial heat transfer coefficient; Tki is the 
interfacial temperature, of phase-A: and 1/LS is the interfacial 
area density (i.e., the interfacial area per unit volume of the 
two-phase mixture). For TV uniform spherical bubbles 
suspended in the liquid 

J_ _ 4irR2
bN _ 3a 

K ~ 4/3irRlNa~ #7 
(24) 

4/3-irRlN^ 

The interfacial heat transfer coefficient H, depends on the 
geometry of the interface and the thermodynamic properties 
of the two phases. For low frequencies, equation (23) works 
well when a standard Nusselt-type correlation for the coef
ficient H, is used. For high frequencies (near bubble 
resonance), however, it was found necessary to derive a new 
model from microscopic considerations. Since that analysis 
relates directly to the kinds of constitutive assumptions 
needed for an adequate description of two-phase media, it 
will be summarized here. 

The harmonically oscillating linearized (radial) continuity, 
momentum, and energy equations in the gas bubble were 
solved [15] subject to the following temperature and heat flux 
boundary conditions 

f,(Rb0,t)'-
df,(Rbo,t) 

-"' o7— = -
and the kinematic condition 

: Tg(Rb0,t) 

dts(Rb0,t) 

or 

u(Rb0,t) = 
dr 

W 

(25) 

(26) 

(27) 

(17) 

where Rb0 is the undisturbed bubble radius, and Kg and K, are 
the thermal conductivities of the gas and liquid, respectively. 
Note that Tk and u represent the perturbed temperatures and 
interfacial velocity, respectively. This analysis is similar to, 
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but extends, the work of Plesset and Hsieh [10] and 
Prosperetti [9]. 

The resulting heat transfer coefficient / / , was complex, and 
frequency dependent [15]. The real part of//, represents the 
rate of interfacial heat transfer, while the imaginary part 
represents the dissipative effect of the interfacial heat transfer 
process. When the gas bubble behaves isothermally, there is 
substantial interfacial heat transfer and dissipation. However, 
for an adiabatic gas bubble there is no interfacial heat transfer 
and thus no dissipation due to heat transport processes. 

Prosperetti [9], and Chapman and Plesset [18] have studied 
the thermal behavior of a gas bubble in a liquid medium. The 
polytropic exponent K of the gas was shown to be a function 
of the ratio between the radius of the bubble (Rb) and the 
thermal diffusion length of the gas (X„) 

K=K(Rb/\) 

where 

and, 

1 \2a>7 

(28) 

(29) 

(30) 

PHASE VELOCITY 
VS. 

FREQUENCY 

Rb„»2.5xl0"3m 
a„ = 5 .34xicr 4 

MEAN BUBBLE RADIUS (Rb„ 

O 1.92 x IO"3 

O 1.98 x IO"3 

D 2.07 x IO"3 

A 2.50 X IO - 3 / ~ C V M -0 -0 

102 IO3 

FREQUENCY ( Hz ) 

Fig. 1 Phase velocity versus frequency, Rb 
5.84 x 10 _ 4 ° 

2 . 5 x 1 0 _ J m , a0 

An approximate expression for K has been given recently by 
Prosperetti [19], and it agrees well with measurements 
reported by Crum [20]. In general, when Rb/\ < < 1 the gas 
behaves isothermally (i.e., K - 1), and w h e n / ? b / \ > > 1, 
the gas behaves adiabatically (i.e., K - 1.4, for air). 

By satisfying the kinematic condition at the bubble in
terface, it can be shown that [15] 

Pg (Rbo): 
[pgou

2Rbo] 

Plo 
Vth^b 

and 

8pARb0,t) =pgou
2Rborilh5Rb 

(31) 

(32) 

where, t],h is a factor that represents the thermal dissipative 
effect due to heat transfer at the bubble surface [15]. When 
equation (32) is used in conjunction with the bubble dynamics 
equation, equation (17), -qth can be intepreted as an additional 
"viscosity" due to interfacial heat transfer effects. 

Equation (32) gives the pressure perturbation at the surface 
of the bubble. For use in the linearized conservation laws of 
mass and momentum, we need the average pressure per
turbation inside a gas bubble. This is given by [15] 

bP„ = (Pmw2Rb0)ZPNbRb (33) 

Similarly, the average temperature perturbation of the gas is 
given by [15], 

57; = Tgo ( p^2Rb0 ) ZTR 5Rb (34) 
Plo 

Thus 

bhp 
(PgoU Kbo\ 

^ Plo ' 
ZTR 8Rh (35) 

where ZPV and ZTR are complex transfer functions. 
Equation (35) can be used to replace the linearized thermal 
energy equation of the gas phase. It was obtained from the 
linearized equation of state for a pulsating gas bubble which 
has heat transfer occurring at the interface. 

Wave Propagation. The previously derived conservation 
laws for mass, momentum, and energy, and the bubble 
dynamics equation, describe a two-phase mixture as a two-
fluid medium with different pressures in each phase 
(gas/liquid). These equations can be written as a system of 
nonlinear, first-order partial differential equations. After 
linearization, these equations can be written in matrix form as 
115] 

10 s 1
, 

• 
1 

1 

• 

: 
: 

-

:' 

-
; 
• 

-
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/[ 
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&o 

^ 3 0 

\ 0 

I 

a 

C „ u = 0.0 
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' i i 1 

10 10' 10 
FREQUENCY (Hz) 

Fig. 2 Attenuation versus frequency, fib = 2.5x10 m, a0 

5.84 x 10 " 4 

d5<> d8d> 
A(4>)-£+BA4>)-£=C(+)H 

at - at -
(36) 

where <j> is the vector of the seven dependent variables: a, ph 

ug, uh hh Rb, Rb. The perturbations in gas pressure and gas 
enthalpy opg and 6hg are not taken as state variables since 
they are related to 8Rb by equations (33) and (35), respec
tively. 

The final set of linearized equations used are from 
equations (1), (2), (3), and (17) those for gas/liquid mass 
conservation, gas/liquid momentum conservation, liquid 
phase thermal energy conservation, and the bubble dynamics 
equation, which is written in the form of two first-order 
equations (one for Rb and the other for Rb). 

If we assume a traveling wave perturbation of the form 
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(37) 

Equation (36) becomes 

U U * ) [ - i « ] + £ ( * ) [ / * ] - £ ( * ) } * = 0 (38) 

In order for the <4 to be finite, we must have 

det[(c^4-z'C-£.B]=0 (39) 

Equation (39) is one form of the required dispersion relation, 
since, for a given co, we can solve for the k\. That is, the 
dispersion relation is given by 

k = k(o>) (40) 

One physical problem of interest is the boundary value 
problem modeling the situation where an input transducer is 

Fig. 5 Normalized phase angle of 5R(, versus frequency (Cvm = 0.5) 
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Fig. 6 Normalized phase angle of SRb versus frequency with and 
without virtual mass 

located at the bottom of the flow, and sound is propagated 
upward through the bubbly mixture. If the transducer is 
driven sinusoidally, the resulting pressure disturbances should 
reach an equilibrium situation where the only frequency 
observed is the driving frequency. This continuous wave (CW) 
problem can be expressed as a boundary value problem in the 
following way 

8p/(0,t) = a cos ait (41) 

6p,(L,t)=0 (42) 

All other perturbations at z = 0 are zero except 5a. Equation 
(41) expresses the action of the pressure transducer, while 
equation (42) states that the top (z=L) of the conduit is open 
to the atmosphere. 

Since the channel is assumed to be long, we can ap
proximate the solutions with L — oo. This removes the 
possibility of a resonance within the channel and allows us to 
ignore modes which have lm(k) < 0. 

The solutions for 50 have the form 

YiC«W"e- ' + 
["Complex "1 
LConjugateJ 

(43) 

where k„ is the (complex) wave number of the «th mode and 
£„ the corresponding eigenvector for equation (38). Because 
of the boundary conditions discussed above, C„ = 0 for all 
kn's having negative imaginary parts. The relative importance 
of each harmonic (corresponding to each eigenvalue, k) in the 
solution of equation (43) is based upon the relative magnitude 
of C„; the greater the value, the more the importance. Using 
equations (41-43), we can solve for the C„'s. The mode which 
dominates will be the one which is normally measured in 
standing-wave experiments. 

The complex wave number 

k=kR+ikj (44) 

can be written as, 
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Fig. 7 Sound speed versus void fraction, driving frequency = 30 Hz 

where 

k = u>/Cph + i i j 

Cph — w/kR 

(45) 

(46) 
is the phase velocity of the propagating wave and 

T?4 k, (47) 
is the spatial attenuation coefficient. Thus the mode having 
the smallest 77 will dominate. 

Verification of the Dispersion Model 
In order to verify the dispersion model given in equation 

(39), the predicted phase velocities and attenuations of the 
wave were compared with experimental standing wave data 
taken at both high and low frequencies. 

The high-frequency data we used for comparison are those 
due to Silberman [16]. As can be seen in Figs. 1-4, the 
dispersion model appears to predict the phase velocity and 
attenuation quite well for frequencies both above and below 
bubble resonance. In Figs. 1 and 3 virtual mass is observed to 
have a noticeable effect on the phase velocity at frequencies 
around the resonance. At lower frequencies, where the 
resonant effect on phase velocity is negligible, the present 
model shows a phase velocity increasing with frequency. This 
can be explained by our heat transfer model which dictates the 
thermal behavior of the gas bubble. At low frequencies the 
gas bubble behaves isothermally. As the forcing frequency is 
increased, the gas bubble becomes increasingly adiabatic, and 
thus the phase velocity increases. 

Although there are not enough data to be conclusive, it can 
be noted in Figs. 2 and 4, that the predicted attenuation 
(which is due to a combination of effects) at the resonance 
point appears to be closer to the data when virtual mass is 
absent. The higher attenuation when Cvm > 0 is due to the 
increased coupling in the relative motion between the two 
phases. It is also interesting to note in the plots of the phase 
angle (0) of 5Rb versus frequency, Figs. 5 and 6, that the 
radial motion of the bubble shows greater damping when Cum 
= 0 than when C„,„ > 0. However, there are likely other 
important dissipation mechanisms at resonance that we have 
not modeled (e.g., finite amplitude effects, thermal relaxation 
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Fig. 8 Sound speed versus void fraction, driving frequency = 50 Hz 
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effects, etc.), thus some caution must be used in interpreting 
the analytical results around the resonance frequency. 

It should be noted that in Silberman's experiment the air 
bubbles were not of uniform size throughout the test section. 
Thus in Figs. 1 and 2 the theoretical results were obtained by 
assuming a mean bubble radius corresponding to the upper 
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limit of the measured value, while in Figs. 3 and 4 the lower 
limit of the measured mean bubble radius was used in the 
calculations. It is obvious from Figs. 5 and 6 that a higher 
bubble radius yields a lower bubble resonant frequency. The 
agreement in phase velocity and attenuation between data and 
calculation are better when the higher mean bubble radius was 
used (see Figs. 1 and 2). 

As the forcing frequency approaches the resonant 
frequency w„ of the pulsating bubbles from the lower end of 
the frequency spectrum, the response of the bubbles becomes 
stronger, resulting in higher compressibility in the two-phase 
mixture, and thus a reduction in the apparent phase velocity. 
Just above the resonant frequency, the phase velocity in
creases markedly, since, as can be seen in Figs. 5 and 6, the 
perturbations in the bubble radius (8Rb) and the forcing 
function (6p,) are now in-phase. Hence, when the pressure in 
the liquid is raised the volume of the bubble increases. This 
implies that the compressibility of the mixture is negative, 
which leads to a substantial increase in the celerity (and thus 
phase velocity) at frequencies just beyond o>„. At higher 
frequencies, the compressibility of the two-phase medium is 
predominantly determined by that of the liquid phase. Thus 
the two-phase celerity approaches the speed of sound in the 
liquid phase at high frequencies. 

Low-frequency data were taken by Hall [17]. As can be 
noted in Fig. 7, the effect of virtual mass is more significant in 
Hall's data than in Silberman's data. This is apparently 
because the void fraction in Hall's experiments is about 200 
times higher than in Silberman's data. Note in Fig. 7 that if 
virtual mass is not included (i.e., CVM = 0.0) the agreement is 
very poor. As can be seen in Figs. 8 and 9, CVM = 0.5 appears 
to agree with these data. It is significant to note that the 
forcing frequency in Hall's experiment was well below the 
resonant frequency of the bubbly mixture and hence the 
dominant factors that affected the phase velocity were those 
of nonequilibrium momentum and heat transfer between the 
phases. 

A sensitivity study was performed by parametrically 
varying the interfacial drag coefficient (CD/Rb) and wall 
friction factor (/). Both interfacial drag and wall shear were 
found [15] to have negligible effect on the results reported 
herein. 

Unfortunately, there is too much scatter in the data to be 
able to deduce a good functional form for CVM (a). However, 
CVM = 0.5 agrees with our expectations for spherical bubbles 
[13]. Finally, it is found that the analysis was insensitive to 
different values of the virtual mass parameter X. This is 
presumably due to the fact that the relative velocity becomes 
small as the virtual mass forces increases, thus as can be seen 
in equation (8), the terms involving X become small. 

Conclusion 
The wave dispersion relation, which was derived from a 

two-fluid formulation, is seen to predict phase velocity and 
wave attenuation in good agreement with data taken in 
bubbly flows over a wide range of frequencies and void 
fractions. The range of applicability of the present model is a 
marked improvement over previous models. Furthermore, the 
importance of nonequilibrium momentum and heat tranfser 
on wave dispersion has been demonstrated. The importance 

of acoustic effects (i.e., wave scattering) on wave dispersion is 
exemplified by the ability of the present model to predict 
phase velocity and the attenuation coefficient at frequencies 
higher than the resonant frequency. 

It appears that the wave dispersion relation presented 
herein accurately captures the data trends, and can be used to 
determine important parameters in virtual mass models (i.e., 
CVM). This approach provides a valuable method to deter
mine this parameter. However, more and better controlled 
data are needed before its functional form can be quantified. 
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Heat and l a s s Transfer 
Associated With Condensation on 
a Moving Drop: Solutions for 
Intermediate Reynolds Numbers 
by a Boundary Layer Formulation 
Condensation heat and mass transfer to a liquid drop moving in a mixture of 
saturated vapor and a noncondensable have been evaluated. The Reynolds number 
of the drop motion is 0(100). The quasi-steady, coupled, boundary layer equations 
for the flow field and the transport in the gaseous phase are simultaneously solved. 
The heat transport inside the drop is treated as a transient process. Results are 
presented for the heat and mass transport rates to the drop, the surface shear stress, 
the velocity prof iles across the boundary layer, and the temperature-time history of 
the drop. The comparisons of results with experimental data, where available, show 
excellent agreement. Tables summarizing results appropriate to a wide range of 
condensation rates have been included. Local heat and mass transfer rates have also 
been presented. These features will make the paper useful to the designer of direct 
contact heat transfer equipment. 

1 Introduction 
Direct contact heat and mass transfer to a drop ex

periencing condensation, occurs in a wide variety of ap
plications. For instance, the emergency cooling sprays of 
nuclear reactors, air conditioning humidifiers, direct contact 
condensers in thermal power plants, atmospheric studies of 
raindrop growth, etc., involve condensation on moving 
drops. Although the analysis of these situations demands the 
consideration of a spectrum of moving drops of various sizes, 
there is still a great need for a fundamental understanding of 
the single-drop problem. The intent of the present paper is to 
analyze the hydrodynamics and transport phenomena 
associated with condensation on a single moving drop for a 
wide range of condensation rates. The Reynolds number of 
drop motion (hereinafter referred to as Res ( =2U„R/vg)) is 
in the range 0(100). The drop environment consists of 
saturated vapor and a noncondensable. 

There are several studies in published literature that involve 
heat and mass transfer and/or hydrodynamics of drop motion 
[1]. Specifically, with regard to condensation on drops, [2] 
and [3] have studied stationary drops. Slowly moving drops 
experiencing condensation have been examined in [4-6]. 
Condensation heat and mass transfer in the vicinity of the 
forward stagnation point of a translating drop has been 
studied in [7-9]. The condensation of pure vapor on a moving 
drop has been examined in [10] by the Karman-Pohlhausen 
technique. However, in [10], the radial field induced by 
condensation has not been taken into account at the outer 
edge of the boundary layer. Such a neglect cannot be justified 
for regions away from the front stagnation point. Recently, in 
[11-13] the authors have solved for the condensation on the 
entire surface of a moving drop. There the formulation entails 
a simultaneous solution of the governing elliptic partial 
differential equations. The growth rate of a water drop in 
pure steam flow has been experimentally investigated in [14]. 
Kulic et al. [15-17] have predicted the heat transfer rates for 
drops moving in air-steam mixtures using standard heat 
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transfer correlations. They have also experimentally recorded 
the temperature-time history of a water drop experiencing 
condensation in a forced flow of steam and air. 

Here, a boundary layer approach is used to predict the 
transport rates to the drop. The gaseous phase has been 
treated as quasi-steady. A similarity solution valid for the 
vicinity of the forward stagnation point, and a series solution 
that is applicable for the entire boundary layer region are 
obtained. In the series solution, the fluid flow and ther
modynamic variables are expanded in terms of Legendre 
Polynomials and associated functions. The resulting 
nonlinear, ordinary differential equations are solved by the 
series truncation technique. For the drop-inside, since there is 
a high degree of liquid circulation (Re/ = 0(100)), the dif
fusion of heat across the stream surfaces in the drop is taken 
to solely govern the transient heat up of the drop. Useful 
results for the heat/mass transport to the drop and the rate of 
heat-up of the drop are obtained in terms of the drop size and 
the temperature differential. 

2 Physical Description 
A drop of radius R, moving at a constant terminal velocity 

Ua, in a saturated mixture of vapor and noncondensable is 
considered (Fig. 1). The total pressure p„ and temperature 
r^ of the saturated mixture are prescribed. The drop is colder 
than its environment and condensation occurs on the drop 
surface. We consider a coordinate frame that coincides with 
the drop center and moves with the drop velocity Ux. The 
Reynolds number of translation is taken to be 0(100) but less 
than 500. For Reg > 500, flow instabilities such as drop 
oscillations and vortex shedding may occur, and the defor
mation from the spherical shape of the drop may be large [1]. 
This analysis is restricted to a spherical drop in a laminar 
flow. The shear stress at the interface due to drop translation 
causes liquid circulation within the drop. The maximum 
surface velocity of circulation Us is an order smaller than the 
far-stream velocity (Us ~ 0(10~1)C/„) for a liquid drop 
translating in a gaseous environment [11]. But the circulation 
Reynolds number Re/ based on Us is also 0(100) in the range 
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of Reg considered. The flow pattern inside the drop resembles 
a Hill's spherical vortex [11]. Condensation causes a radially 
inward flow towards the drop surface. The nonzero mass flux 
at the interface alters the flow field. As a consequence, the 
pressure and shear stress profiles on the drop surface are 
modified. Also, the momentum transfer across the interface 
due to the radial flow gives rise to an additional drag force. 
However, this drag contribution is small compared to 
pressure and shear stress contributions for Reg and 
Re, = 0(100) [12]. The total drag on the drop varies with 
condensation rate. In turn, the translational velocity con
tinuously changes with time [12]. In this paper, the con
densation problem has been solved for a wide range of forced 
flow conditions (U„ prescribed). The radial flow also leads to 
a buildup of the noncondensable concentration near the drop-
surface above that in the far-stream [7]. The accumulation 
results in a mass transfer resistance and a consequent 
reduction in the transport rates. For Re^ = 0(100), flow 
separates in the rear of the drop. With condensation, for a 
given Reg, the boundary layer covers more of the drop surface 
compared to a noncondensing situation. 

3 Theoretical Formulation 

For a short period of time, after the drop is introduced into 
the vapor-gas atmosphere, rapid transients in velocity, 
temperature, and concentration occur. During this period, 
thin boundary layers for the various transport variables 
develop over the drop surface. The time taken for the 
establishment of these boundary layers is 0(R/Um) [18]. For 
typical values, such as R ~ 1 mm and U„ ~ \ m/sec, the 
boundary layers are established within a few milliseconds 
after the introduction of the drop. The established boundary 
layer thicknesses may be shown to be 0(Re~1/2) or 0(Pe~1/2). 
After this initial period, the condensation phenomenon 
changes at a slower rate and is mainly controlled by the slow 
heat up of the drop interior. This latter period, during which 
the bulk of the condensation occurs, typically lasts a few 
seconds and is the subject of the present study. The transport 
to the drop during this stage is quasi-steady [11]. 

AIR-STEAM 
MIXTURE 

WAKE RECIRCULATION 

POINT OF SEPARATION 

WATER DROP (T5I 

INTERNAL VORTEX 

GASEOUS PHASE 
BOUNDARY LAYER 

FREE STREAM 
U m , T„, , m, „ , , pa 

Fig. 1 Geometry of the problem 

The quasi-steady behavior is demonstrated by comparing 
the time scales of the various convective and diffusive 
transport processes in both the phases. First, we note that the 
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Greek symbols 
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= thermal diffusivity 
= boundary layer thickness 
= vorticity 
= similarity variable 
= polar angle 
= latent heat of condensation 
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= density 
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= stream function 

Subscripts 
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= average 
= boundary layer 
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= gas phase 
= liquid phase 
= potential flow 
= drop surface 
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gaseous phase diffusivities are typically two orders of 
magnitude larger than the liquid thermal diffusivity. Also at 
intermediate Reynolds numbers, the gradients of vorticity, 
temperature and concentration in the gaseous phase are 
confined to thin boundary layers (except in the wake). The 
response times for the gaseous phase are, therefore, much 
smaller compared to that of the drop heat up. In the time scale 
of the drop heating, the gaseous phase transport may be 
treated as quasi-steady. 

With regard to the liquid phase, due to the relatively slow 
diffusion of heat in the liquid, the drop heat-up must be 
treated as a transient process. However, since the degree of 
circulation inside the drop is very high (Re/= 0(100)), faster 
equalization of temperature occurs in the streamwise direction 
than in the cross-stream direction. As a result, the liquid 
stream surfaces may be regarded as isothermal in the time 
scale of drop heating [19], Furthermore, the surface tem
perature of the drop Ts may be considered to be uniform over 
the entire drop surface [11, 20]. 

Some assumptions made in the analysis are: (;') surface 
tension is large and constant on the interface; (H) the 
liquid-vapor interface is at thermodynamic equilibrium. The 
partial pressure of the vapor at the interface is equal to the 
vapor-pressure corresponding to 7^; {Hi) a one-third rule [21] 
is applied for the gaseous phase boundary layers for property 
evaluation. The liquid phase properties are evaluated at the 
instantaneous bulk temperature of the drop; (iv) the 
momentum transport associated with phase-change is 
neglected in both the phases [11]; (v) the liquid and gaseous 
phases are taken to be pure systems and the accommodation 
coefficient for condensation is assumed to be large. The 
interfacial resistance is neglected [21]. 

Gaseous-Phase Equations. We define gas-phase stream 
function ip and vorticity f as 

V x [ -7^ e*]= u a n d r e* = v x u (1) 

where u is the gas-phase velocity vector and e0 is the unit 
vector in the ^-direction (Fig. 1). The dimensionless quasi-
steady gaseous phase equations are 

E2iP=Fr2(\-li
2) (2) 

Res[dj,dF dip dFl 1 p 2 r g 2 / 1 2 „ ... 
J = T; r, E2[Fr2(\ -n2)] (3) 

dfx. dr dr d/x-i (1 — A*2) 

Pe„„ , f d\f> dw, d\P dWi~l=r2v2 r dip 9vv, 

L d/n dr 

where : fi 

2 

2 L 8(i * dr d/x 

cos0, F = f/rsinfl, 

dr bfi 

dTl 

Jul' 

1 d_ 

r2 dr ("IH 

d\p dT dip dT 

a 
-.r2V2T 

(4) 

(5) 

1 d 
]• 

dr2 + 
1 - M 2 d2 

r2 V 
and 

f=r/U^R2A= f/(U„/R), r = r*/R, 
TX)/(TS - 7'0>),w1 = (m, ' l , O o ) / ( « ! 

T = (T* -
- m, „)• The 

starred quantities are dimensional. 
The boundary conditions are, at r = 1 (drop-surface) 

r = w , =1 (6a) 

The interface is impermeable to the noncondensable. At each 
instant of time, the convective and diffusive fluxes of non-
condensable balance. With uc, the condensation-induced 
radial velocity at the interface, the balance yields 

u' - - - ^ 2W a w i 
£/«, c <fy Pegi,„ dr 

where the condensation parameter W = 1 - m l , o o 

(6Z>) 

/m,,. In 
the quasi-steady formulation of the gaseous phase, time does 
not enter explicitly. It only enters implicitly through the 
specification of instantaneous boundary conditions at the 
drop surface. For a prescribed instantaneous surface tem
perature Ts, the corresponding instantaneous values for the 
mass transfer and heat transfer may be calculated using the 
quasi-steady condensation model. We note that the parameter 
W is only a function of the thermodynamic variables of the 
problem, viz., p„, T„, and Ts, and hence can be considered 
as a parametric constant in the context of a quasi-steady 
model. This feature has been recognized earlier [23]. The 
parameter W varies in the range 0 to 1 with zero representing a 
no-condensation situation, and one representing the 
maximum possible condensation in a pure steam en
vironment. Thus it should be recognized that by solving the 
condensation problem for various instantaneous values for W 
in the range 0 to 1, universal results may be obtained for 
several far-stream and drop-surface conditions. The quasi-
steady formulation permits a complete decoupling of the 
gaseous phase equations from those of the liquid phase. This 
is achieved by prescribing the instantaneous values for W and 
ug. In the present study, as indicated earlier, the entire range 
of W variations is included. The prescription of ue depends on 
three separate considerations: (/) ue is an order smaller than 
Um [8]; (//) the predominant variation of ue with 9 is 
sinusoidal [4]; and (Hi) ug has only a weak influence on both 
the flow and transport in the gaseous phase [1], [20]. Taking 
into account these considerations, we let 

u„=^- .. \ , , „ =0.05(1 + 0 . 1 M ) d - M 2 ) 1 / 2 (6c) 

Ate 

dr (1-/J.2)W2 

Oand 7r 

dT 

dp. 
<oo, 

dp 
<oo and 

d_F 

d/j. 
< 0 0 

i/- = 0 on0 = O(/i=l) 

d^P 
dr 

= 0 on0 = 7r ( /*=- l ) 

In the far-stream as r — oo; 

1 
t-^r2(\-ix2), T-O, w , ~ 0 a n d F - 0 

(fid) 

(6e) 

(6/) 

(6g) 

Reduction to the Boundary Layer Form. The potential flow 
outside the boundary layer is uniform in temperature and 
concentration. As a consequence, for the potential flow 

r = w , = F = 0 (7) 

Then, equation (1) reduces to 

E2ip = Q (8) 

and the boundary conditions are: 

and 

d\P 
\p = 0 on u = l , — =0 on « = - l 

dr 

dip 1 
-— =<t>(fi) atr=\,iP--r2(l-fi

2)asr-oo 
OJX 2 

(9a,b) 

(9c,d) 

Condition (9c) represents the nonzero normal flux at the 
interface. The function 0(/i) that appears in the normal flux 
condition is to be evaluated from matching with the boundary 
layer solution. 

Since the boundary layer thickness is of 0(Re^1/2), we 
define a stretched boundary layer coordinate y as 

j = ( / - - l ) R e ! / 2 (10) 
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Now, for the boundary layer region, we note that, i/< = 0 
(Re"172), F = 0(Re>/2), wt = 0(1) and T = 0(1). Consider 
expanding these variables in the boundary layer region as 
follows 

F(y,n) = ReV2F W(y,p) +F M(y,i*)+ . . . 

wl(y,n) = w\l)(y,n)+Reg 

T{y,it)=T™(y,n)+Re. :l/2T <*>&,?) + . . . (11) 

We retain only terms of the dominant order for Reg = 0(100). 
As a result, the following set of parabolic partial differential 
equations are obtained (dropping superscripts) 

-2FQM 
dy2 

dip dF 

dfi dy 

dt dF 

dy dfi 

d\p flW] di/- dw, 

dy dt 

d^ dT 

d2F 

'dy2 

2 d2w, 

dfi dy 

dFl 

dy dfi J Sc dy2 

dxP dTl 2 d2T 

J P r T ~dy2 

(12) 

(13) 

(14) 

(15) 

••T=\ 

(16a) 

(166) 

In the matching region, with \j/b, and i/<pot representing the 
boundary layer and potential flow solutions 

L dfi dy dy dfi 

The boundary conditions are: 
At y = 0 

d\b d\p 2W dw, 
- / = - 0 . 1 ( 1 +0.1/x)Q1(M), -JL=—-1 
dy dfi Sc dy w. 

At/i = 1 

i// = 0, — <oo, — <oo, -—i <oo 
dF 
— 
dfi <°°, 

dT 
— 
dfi <°°. 

dw. 

dfi 

+. - * p b/ ' f pot , T - 0 , w , - 0 , a n d F - 0 (16c) 

The boundary layer equations (12-15) are a set of 
nonlinear, coupled, partial differential equations that cannot 
be solved analytically in closed form. In later sections, a 
similarity analysis for the front stagnation region and a series 
truncation analysis for the entire boundary layer region, are 
developed. 

Liquid-Phase Equations. The Reynolds number for liquid 
circulation is of 0(100). In view of this, the internal flow field 
can be shown [9] to be described by the stream function 

t / 7 = - - A r 2 ( l - / - 2 ) s i n 2 0 (17) 

were A is the vortex strength. Letting U/ to represent the 
corresponding velocity field, the liquid-phase energy equation 
becomes 

where 

dTi Pe/ _ . „2r 

¥ + T |u''vr,1 = v r ' 
(18) 

Tl={Tl*-T0)/(Ta>-T0),t=\j^^,Pel = Ua,2R/al 

and T0 is the initial bulk temperature of the drop. Since the 
stream surfaces inside the drop are isothermal, the energy 
equation (18) may be suitably recast in terms of the stream-
function coordinate. Following Brignell [19], we employ a 
normalized stream function coordinate m and an orthogonal 
stream wise coordinate £, which are given by 

m = 4r2{\ -r2)s'm2d and f = 
/•4cos40 

2r2 - f (19) 

The metric coefficients h„, hk, and #0 in (m,£,</>) coordinate 
system are 

(2r2 - 1 ) 2 

• hi = T T J X ^ T a n d h* = r sine (20) h„ = 
1 

8/-Asin0 i 4r3Acos30 

where A2 = (1-2/-2)2 sin20 + ( l - r 2 ) 2 cos20. Defining the 
streamwise average liquid temperature T, as 

- _ jT,hm /!{ h^ d£ 

&«, h h„ dl 
the energy equation (18) may be written in the form 

H(m) 
dT, 

~di 
d 

dm 

dT,l 

(21) 

(22) 

where 

and 

H(m)- •ihmhkhi,d^ 

J{m) = -Uhhdi 
2 hm 

The liquid-phase boundary conditions are: 
At the drop-surface (m = 0), continuity of heat flux gives 

(?;)« 
.k,(T„-T0) dT, 

R dr 
16 k,(Tm-T0) df, 

3 R dm 

(23A) 

At the center of the vortex (/w = l), t, and its derivatives 
should be finite. This leads to: 

dT, 

The initial condition is 

1 dT, 

H(m) dm 
(236) 

f,=0 at t = 0 (23c) 

The transient heat up of the drop interior may now be 
evaluated subject to the surface heat flux obtained from the 
gas phase analysis. 

4 Solution Procedure 

Potential Flow. We solve equation (8) subject to conditions 
(9a-d) to produce 

'P = tPo<=-(r2--)Ql(fi)+ ianr~"Qn(fi) (24) 
v r ' «=o 

where Q„ are the integrals of Legendre polynomials {P„ ) and 
are obtained as 

The coefficients a„ are given by 

\ ^(fi)Pn(fx)d» 

j : 
(25) 

Pn2<J*)dp 

Boundary Layer Solutions. The boundary layer equations 
(12-15) subject to conditions (16«-c) will now be considered. 

We expand the stream function in the boundary layer \pb, in 
terms of Q„(fi) as follows 

^ = fe = £s»0')Q,,00 (26) 
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This expansion series is capable of satisfying all the boundary 
conditions for \j/bl. Nisa finite number. 

A Similarity Solution for the Front Stagnation Region. For 
small values of 8, the functions Q„ may be approximated as 

Q „ = - 0 2 / 2 for n = 0, . . . oo (27) 

Hence, in the front stagnation region, \f/b/ may be represented 
as 

^bi = e2Hy) (28) 

Using equation (28) in equation (12), it is found that F is only 
a function of y in the front stagnation region. An examination 
of the species transport equation (14) and the boundary 
conditions given by (16a), reveals that the normalized con
centration Wj may also be represented as a pure function of y 
alone for small values of 8. Thus, we have 

V=y,^bi = dmv),F=f(v),wl=g(v),T=t(rl) (29) 

where -q is the similarity variable. With dp = —6 dd, 
equations (12-15) may be reduced to the form 

£ " = / (30) 

f"+W=0 (31) 
g " + S c £ g ' = 0 (32) 

t"+Prg£t'=0 (33) 

Here primes denote differentiation with respect to the 
similarity variable rj. The boundary conditions are 
At ri = 0, 

r (0) = 0.055, £(0) = - ^ V ( 0 ) , 2(0) = U(P ) = 1 
be 

A t ? ) — oo, 

£(00) = £ ( 0 ) + y , g ( o o ) = 0 , 

(34a) 

r ( ° ° ) = / ( « ) =0 , f (oo )=0 (346) 

The equations set (30-33) subject to conditions (34a,b) are 
solved by a standard numerical procedure. 

Truncated Series Solution for the Entire Boundary Layer 
Region. In addition to the expansion series for ^ w , we let 

N N 

F= E / » Wp>< (/*)• T= £ '« MP* (M), and, 
71 = 0 

N 

= T,Wn(y)P(ti (35) 
« = 0 

Substitution of the expansion series into the equations (12-15) 
and using a compact notation, we obtain the following 
nonlinear ordinary differential equations 

»'(«'+l) kh + t\' ^N and K=° 
(vorticity) (36) 

Sc 
£ £ {ZJw{-(,2/c+l)<t>iWk)aiJk = wj"J=l,N 

(mass transfer) (37) 
where 

, £ / - i ?/+i , } , - , - . 
</>/= rr—r - r r— , ^ = wk+l + wk+3 + . . . + wN, and, 2 / - 1 2/+1 

uijk • 

PiPjPkd» 

PjPjdn 

The momentum equation (13) and the energy equation (15) 
will have similar representations to the above equation (37). 
For the momentum equation, replace Sc by unity and w by / ; 
for the energy equation replace Sc by Prg and w by t. 
The boundary conditions are: 
My = 0: 
£,'(0)= - 0 . 1 , £2'(0)= - 0 . 0 1 , f/(0) = 0, (VI or 2. 

{ , ( 0 ) = ^ w , ' ( 0 ) , 1 = 0,1, . .N, wo(0) = / o (0 )= l , 
Sc 

w,-(0) = r,(0) = 0 for / = 1, . . . TV (38a) 

As J' — oo; 
€ , ' ( « > ) = - 3 , £ , ' ( o o ) = 0 , ( / V l ) , / l ( o o ) = w , ( o o ) = f , ( o o ) = 0 , 

/ = 1 , . . . 7 V (386) 

The differential equations subject to the boundary conditions 
are solved by a central difference numerical procedure. 

Liquid-Phase Solution. A Crank-Nicolson procedure is 
used to evaluate the transient heat-up of the drop interior. The 
spatial derivatives are also central differenced. The difference 
equations are arranged in a tridiagonal matrix form, and a 
computationally inexpensive tridiagonal matrix solver 
algorithm is employed. From known initial conditions, 
computations are made until the drop temperature ap
proaches that of the far-stream. A complete temperature-time 
history is developed in this manner. 

5 Results and Discussion 

The transport and flow results are presented for various 
combinations of Reg, W, and Sc. Transient results for the 
drop heat-up are presented for prescribed initial conditions. 
The predictions have been compared with experimental results 
where available. 

Figure 2 is a plot of the dimensionless, local mass transport 
to the drop due to condensation. The nondimensional mass 
flux Mis given by M = M*-2R/pgDl2, where M* is the mass 
flux, pguc. In this sense, the plot is also a measure of the 
strength of the condensation field at various locations on the 
drop surface. The mass flux is maximum at the front 
stagnation and decreases with increasing angle 6 due to the 
thickening of the gaseous-phase boundary layers. The con
centration gradient becomes smaller with increasing boundary 
layer thickness. For fixed W and Sc, M increases with Reg. 
This reflects the effect of translation on condensation. With 
increasing Reg, the forced convection flow field becomes 
stronger. All the gaseous-phase boundary layers 
(hydrodynamic, thermal, and species concentration) are 
thinner, and the gradients are steeper at higher Reg. For fixed 
Re^ and Sc, M increases with W. Higher W corresponds to a 
greater thermal driving force, A7*( = TX — Ts) and/or to a 
smaller noncondensable mass fraction in the bulk. A greater 
AT is accompanied by a higher gradient in the partial pressure 
of the condensable species between the far stream and the 
drop surface. A smaller mlt„ offers decreased resistance to 
mass transfer. For a fixed Ksg and W, Mincreases with Sc. At 
higher Sc, the mass transfer boundary layer becomes thinner 
and the concentration gradient is steeper. 

In addition to the local variation of mass transfer, the 
average rate of condensation on the drop is of interest in 
engineering. In Fig. 3, the average mass transport rate M i s 
presented for various values of Reg and W (Sc = 0.6). We 
choose to present the results in terms of a dimensionless 
quantity (M/M0), where M0 is the transport to a stationary 
drop experiencing radially symmetric condensation under 
similar thermodynamic conditions. The M0 serves as a 
reference mass flux and is given in [12] as, M0 = (pgDn/R) 
ln(l - W). The average condensation rate for a moving drop 
may be expressed as, M = pguc, where uc is the average 
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- Ren= 100. W = 0.5,Sc=1.0 Re, = 100 

Sc = 0.6 

Fig. 2 Variation of dimensionless mass flux M with angle ( 

W = 0.3 Boundary 

W= 0.1 / layer theory 

W=0.05 j 

Fig. 3 The variation of (MIM0) with Reg and W 

condensation velocity. The average condensation velocity 
may in turn be related to the first expansion function £0 (see 
equations 6fo and 26) to yield 

uc=(Dn/2R)Rel/2Sci0 

The interfacial values of the first four expansion functions for 
various values of W are tabulated below for convenience (Sc 
= 0.6) 

Table 1 Interfacial values of expansion functions for the 
series solution (equation (26)) 

w • « o - f i (0 ) -b(0) -*3(0) 

0.1 
0.3 
0.5 
0.7 
0.9 

0.1073 
0.3794 
0.7853 
1.5193 
3.7683 

0.0984 
0.3519 
0.7319 
1.3944 
3.4812 

0.0071 
0.0205 
0.0185 

-0.0852 
-0.2942 

0.0010 
0.0081 
0.0264 
0.0292 
0.1440 

Simi la r i ty . Solut ion 

Series Solution 

Fig. 4 The effect of condensation on the dimensionless shear stress 
profile <7 

It is clear from the Fig. 3 that the average condensation rate 
increases with Reg and W. The figure also shows a com
parison of the results obtained here with an experimental 
correlation (appropriate for low W situations) published in 
the literature [15, 22]. The agreement between the theory and 
experiment must be noted to be very good. 

The variation of dimensionless shear stress a{=a*R/ 
HgU„) with angle 6, for various levels of condensation, has 
been plotted in Fig. 4. The results from the series truncation 
analysis (solid line) agree well with those of the similarity 
analysis (dotted line) in the overlap region (vicinity of the 
front stagnation point). The shear stress maximum occurs 
approximately around 55 deg. This feature has been observed 
earlier [1] in the absence of condensation {W = 0). The shear 
stress increases with W. In the presence of condensation, fluid 
particles with a higher tangential momentum are drawn 
towards the drop surface (note that condensation acts like 
suction). Thereby a transfer of tangential momentum between 
fluid particles occurs. As a consequence, the momentum 
boundary layer gets thinner and the radial gradient of 
tangential velocity is higher. The shear stress which depends 
on the velocity gradient at the drop surface increases con
siderably. 

The dimensionless tangential and radial velocity com
ponents (ue and ur) across the gas-phase boundary layer are 
plotted in Fig. 5, for a particular angular location, 6 = 45 
deg. The choice of the angular location is not significant as 
long as 6 < 6 at separation. We recall that r = 1 refers to the 
drop surface. The tangential velocity profile attains a 
maximum in the matching region between the boundary layer 
and the potential flow. The velocity increases within the 
boundary layer from a very small surface value to a large 
value of the edge of the boundary layer. It continuously 
decreases in the potential flow region and merges with the far 
stream value. The velocity is higher in the matching region 
relative to its far stream value due to the deflection of the 
stream surfaces around the drop. Fluid elements are caused to 
accelerate along the tangential direction as they negotiate the 
drop. The radial location of the velocity maximum may be 
taken to define the thickness of the boundary layer. At higher 
W, there is increased tangential momentum transfer due to 
higher level of condensation and the boundary layer is 
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Reg = 100 

Sc = 0.6 

Fig. 5 The effect of condensation on the velocity profiles across the 
boundary layer 

Pra= 1 Bar , Ts = 20° 

Experimental results 

Present Study 

Fig. 6 The variation of the average heat transfer coefficient h with 
noncondensable volume fraction x-| and fl 

thinner. The figure also provides the variation in the radial 
component of velocity, ur. It is interesting to contrast the 
behavior of u0 and ur in the potential flow region. With an 
increasing W, ue remains essentially unaffected in the 
potential flow region, while ur significantly changes. Indeed, 
ue would also change with W, but by substantially smaller 
amounts. A higher order expansion procedure in Reynolds 
number will reveal this. We note that ur continuously in
creases from the surface value to that in the far stream where 
it is a maximum. Also, with higher W, ur is obviously higher. 

In Fig. 6, the average heat transfer coefficient h at the drop 
surface is plotted against the noncondensable volume fraction 
X\. The comparison with the experimental results of Kulic et 
al. [15, 17] are also shown, and there is excellent agreement. 

O V Experimental 

Present Study 

Fig. 7 The variation of drop bulk temperature Tbj with time: p „ = 1 
Bar; l-fi0 = 1.45mm, U„ = 1.91m/s, Ta = 80°C,Yo = 16°C; ll-R0 = 
1.40mm, U„ = 1.68m/s,T„ = 72.5°C, T0 = 18°C 

Table 2 Interfacial values of t{ for (he series solution 
(equation 35) 

-16(0) - f f (0) "'2(0) -t{(P) 

0.4712 
0.5300 
0.5814 
0.6312 
0.6818 

0.4391 
0.5008 
0.5509 
0.6012 
0.6527 

0.0111 
0.0148 
0.0187 
0.0229 
0.0275 

0.0158 
0.0173 
0.0207 
0.0247 
0.0291 

Pr s /Sc 

1.0 
1.2 
1.4 
1.6 

The h may be shown to be given by 

h=-(kg/R) (t{ +Prg £0/2 Ja?)Re>/2 

Table 2 provides the interfacial values of t{ for Sc = 0.6, W 
= 0.5, and various Prg. 
With an increase in x,, h decreases. This is due to the increase 
in mass transfer resistance. 

The comparison between our results and experimental data 
[16] for the temperature-time history of a water drop ex
periencing condensation in a forced flow of air-steam mixture 
is shown in Fig. 7 for two situations: (/) R0 = 1.45 mm, U„ 
= 1.91 m/s, T„ = 80°C,/?„ = 1 Bar, and, TQ = 16°C (Re^ 
= 265); and (H) R0 = 1.4 mm, £/«, = 1.68 m/s, T„ = 
72.5"C, p„ = 1 Bar (or xs, the far stream volume fraction of 
steam = 35 percent), and T0 = 18°C (Reg = 225. The 
Reynolds numbers here have been shown as approximate, in 
view of the change in the radius of the drop with time. The 
change in radius occurs due to the added mass accompanying 
condensation). The agreement is excellent and lends strong 
support for the boundary layer formulation. The figure also 
shows that for larger noncondensable fraction in the bulk, the 
drop heat-up rate is slower. This illustrates the effect of the 
gas-phase resistance. 
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An Integral Treatment of Laminar 
and Turbulent Film Condensation 
on Bodies of Arbitrary Geometrical 
Configuration 
A general solution procedure has been developed for laminar and turbulent film 
condensation problems. The procedure is designed to deal with both plane and 
axisymmetric isothermal bodies of arbitrary geometrical configuration. Inertia 
effects are fully considered by introducing a new parameter associated with the flow 
acceleration. A closed-form expression for the local Nusselt number is obtained for 
both laminar and turbulent flows. Calculations are carried out for laminar and 
turbulent condensate layers developed on flat plates, horizontal circular cylinders, 
and spheres. The results are compared with available predictions and 
measurements. 

Introduction 
Nusselt [1] solved the problem of laminar film con

densation on a vertical flat surface by neglecting the ac
celeration terms in the momentum equation. Later, Rohsenow 
[2] improved Nusselt's analysis and showed that the tem
perature, in fact, varies almost linearly across the film for 
moderate rates of liquid subcooling. Upon performing a 
similarity transformation, Sparrow and Gregg treated the full 
boundary layer equations and obtained solutions for the flat 
plate [3] and the horizontal circular cylinder [4]. 

While a number of theoretical works on laminar film 
condensation are available, only a few analyses of turbulent 
film condensation problems have been attempted. Colburn [5] 
suggested a correlation for the vertical flat surface on the 
basis of the momentum-heat transfer analogy. The Prandtl-
Karman analogy was used by Seban [6] to analyze laminar 
and turbulent film condensation. This method was later 
modified by Rohsenow et al. [7] to consider the nonvanishing 
shear stress at the liquid-vapor interface. 

Some workers (e.g., [1, 4, 8]) later extended laminar film 
condensation theories to the nonuniform gravitational field. 
In 1971, Dhir and Lienhard [9] proposed a general integral 
method for solving laminar film condensation problems for 
arbitrary geometrical configurations. Following a procedure 
similar to the original work by Nusselt [1], they obtained a 
general expression for the local Nusselt number that is 
identical to Nusselt's expression except for the use of a 
modified gravity force. Since the acceleration terms are 
neglected, as in Nusselt's analysis, their analysis is not valid 
when the streamwise component of the gravity force changes 
rapidly. Their analysis also cannot be applied when the 
Prandtl number of the condensate is much less than unity, as 
it is for liquid metals. 

The present paper introduces a general integral solution 
procedure for problems of laminar and turbulent film con
densation on an isothermal wall. The analysis may be 
regarded as an extended version of the analysis proposed by 
Dhir and Lienhard [9] for laminar film condensation, in the 
sense that it is also designed to deal with both plane and 
axisymmetric bodies of arbitrary geometrical configuration. 
In the present effort, however, the inertia terms and con
vection terms in the momentum and energy equations are 
retained, in order to describe Prandtl number effects as well 

as the effects of strong flow acceleration on the local heat 
transfer process. Special attention is directed toward ap
plication to turbulent films developed over curved surfaces, 
since no such general scheme seems to have been reported 
elsewhere. 

Physical Model and Governing Equations 

The physical model under consideration is shown 
schematically in Fig. 1, where the boundary layer coordinates 
(x, y) are aligned along the wall surface and its normal. The 
model may be either a plane or an axisymmetric body of local 
radius r(x). It is supposed that the body is situated in a 
quiescent, pure vapor that is at its saturation temperature Te. 
The wall temperature Tw is uniform and below the saturation 
temperature. Thus condensation occurs on the wall and a 
continuous film of liquid runs downward under the influence 
of the component of gravity parallel to the wall. 

A control volume analysis within the condensate layer of 
thickness 5 leads to the following momentum and energy 
conservation equations under the assumption of negligible 
shear and heat conduction at the liquid-vapor interface: 

— \ pr u2dy-
dx Jo 

, — pr u dy=r(Ap gx5-rw) 
dx Jo 

(la) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 9, 
1983. Fig. 1 Physical model and coordinate system 
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d_ r* 
dx Jo 

pr uCp{T-Te)dy 
-k*dx\oP r u dy=f qw (\b) 

where 

and 

plane flow 

r(x) axisymmetric flow 

d r \ 2 1 1/2 

gx=gCos^=g[l-(~) ] 

(lc) 

(Id) 

In the foregoing equations, T„ and qw are the local wall shear 
stress and heat flux while p, Cp, and hfg are the density, 
specific heat, and latent heat of vaporization. The density 
difference between the liquid and vapor is denoted by Ap 
( = p). The tangential component of the acceleration of 
gravity is indicated by gx, which is related to the local surface 
orientation $ through equation (Id). The stream wise velocity 
and the local temperature are denoted by u and T, and the 
subscript e denotes the liquid-vapor interface. 

Through a series of the studies on the laminar heat transfer 
problems, free convection [10], forced convection [11] and 
film condensation [12], we have demonstrated that it is quite 
effective to utilize the auxiliary relationship at the wall that is 
obtainable from the Couette flow consideration near the wall. 
The same principle can be extended to the case of the laminar 
and turbulent film condensation as follows. 

Since the advection terms must vanish near the wall, the 
original differential form of the momentum equation implies 
the following auxiliary relationship, which defines the 
parameter £ 

8 dT --Apgxb/Tw (2) 
« - • dy y=a 

£ is used as a parameter common to both laminar and tur
bulent film layers. 

Upon introducing the velocity profile function / and the 
dimensionless temperature profile function d as 

f(l})=U/Ue 

where 

and 6(y) = (T-Te)/AT Qa,b) 

AT=TW-Te and v=y/8 (3c,d) 

we may rewrite the governing equations (la, b), in terms of £, 

dx 

where 

Br ul8 — uP—Ar u„8-

d 

dx 

(-1) * 11 
(4fl) 

(46) 

A=\.ofdr,, B=\jofdv, D=^ fOdv (4c,d,e) 

Ja=-CpAT/hfg, gx = Apgx/p and fR=ueqw/CpAT TW 

(¥,g,h) 

The right-hand side of the momentum equation (4a) clearly 
indicates that the parameter £ directly governs the flow ac
celeration. It should be noted that the solutions of Nusselt [1] 
and Dhir and Lienhard [9] correspond to the special case, 
£(x) = 1, where the inertial effects are negligible and the 
shear force balances the gravitational force. In any case, the 
condition £(x) i? 1 must be satisfied throughout the wall 
surface for a continuous condensate layer to run downward. 

General Solutions Common to Both Laminar and 
Turbulent Condensate Layers 

The solution of the problem is reduced to the determination 
of the three unknown variables: the film thickness 5, the film 
velocity at the liquid-vapor interface ue, and the acceleration 
parameter £. To solve the governing equations for both 
laminar and turbulent flows, one may introduce the following 
expressions for the wall shear and heat flux common to both 
laminar and turbulent flows 

Tw/pu2
e=C(p/ue5)2/"i 

qwlp CpATue=fR(Tw/pu2
e) 

(5a) 

(5b) 

where 

N o m e n c l a t u r e 

CP = 
d 

f = 

IR 

Grd 

Or, 

h = 

hA = 

I J, = 

Ja 

k = 

n = 

Pr 
Q 

A,B,D,E = shape factors Ja ' = Ja/(1 + 
specific heat of the liquid 
diameter of cylinder 
(sphere) 
function for velocity 
profile 
Reynolds analogy factor Nu/ = 
acceleration of gravity 
tangential component of g Nux = 
Ap gx/p 
Ap g d3/p v2 

gxx
l/v2 local Grashof 

number / 
local heat transfer co
efficient f 
latent heat of vaporization 
integer associated with the 
coordinate system Re/ 
functions associated with 
a deviation from unity 
integer associated with the 
body shape at stagnation 
-CPAT/hfs sensible- T 
latent heat ratio (Jakob u 
number) 

D 
-Ja) 

thermal conductivity of 
the liquid 
value associated with the 
power law 
h(v2/g'xy

n/k film 
Nusselt number 
h x/k local Nusselt num
ber 
Prandtl number 
heat flux 
function representing wall 
geometry 
1 for plane flow and r for 
axisymmetric flow 

= 4 I o " dylv 

Re/fr = 
film Reynolds number 
transition Reynolds num
ber, equation (22) 
temperature 
streamwise velocity com
ponent 

x,y 

8 
AT 
Ap 

*l = 

A = 

I = 

P = 
T = 

4> = 

boundary layer coor
dinates 
condensate film thickness 
T — T 
density difference between 
liquid and vapor 
y/8 
dimensionless temper
ature profile 
shape factor for laminar 
velocity profile 
kinematic viscosity 
Ap gx8/rw, acceleration 
parameter 
density 
shear stress 
surface orientation angle 

Subscripts and Superscripts 
d = based on d and g 
e = liquid-vapor interface 
w = wall 
x = based on x and gx 

= average over the surface 
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90 

laminar where 
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: turbulent 

df 
11=0/ 9 r] 

n = 

9 »7 
p r-2/3 

1 : laminar 

7 : turbulent 

,=o 
Pr : laminar 

turbulent 

(5c,rf) 

(5c, /) 

(5*,/i) 

and 

n,=n + i (5/) 

In the foregoing expressions, the kinematic viscosity and 
Prandtl number are denoted by v and Pr, respectively. The 
wall shear is given by equation (5a) in the form of a power law 
using the short-hand notation «, = « + 1. Equation (5a) 
along with (5d, h) gives Blasius' friction law which 
corresponds to a \/n ( = 1/7) power law velocity profile, 
while equation (56) with (5/, h) for the wall heat flux reduces 
to the well-known Colburn analogy. (Although equations (5c?, 
h) for turbulent flow are specifically written following 
Blasius' friction law, the present analysis is, by no means, 
restricted to n = 7 as long as the empirical coefficient C is 
adjusted for a given value of n as suggested by Wieghardt 
[13].) For laminar flow, on the other hand, equations (5a, 6) 
along with (5c, e, g) automatically reduce to the gradient 
diffusion expressions, namely, rw = p v (9 u/d y) \y=0 and 
qw = — k (9 779 y) \y=0 where A: is the thermal conductivity. 

Equations (5a) and (2) may be combined to give 

" c = (SxIC £)n\,2"bni/2n/v
Un (6) 

The foregoing equation is substituted into equations (4a, b) to 
eliminate ue in favor of £. After some manipulation, the 
governing equations (4a, b) reduce to the following pair of 
differential equations for 5"3/" 

— 5"l/n +d"3/n — \n[rB~A (gl/Z)VB-A)ni/2n]E 

= E(H-l)(C"iv2H/gi)u" 

— sn3/n + bni/n — i n [ / ( g ; / n "i/2"]2n3/3«i 
dx dx 

2n3 

3n,A 
J a ' / a C C H ^ / * ; ) 1 

where 

and 

[2B-A n i 

*=[_-_( i4-a>] 
J a ' = J a / ( l + — Ja) 

(7a) 

(76) 

(7c) 

(Id) 

In the foregoing manipulation, the shape factors A, B, and D 
are assumed to be constant. The assumption of constant shape 
factors is consistent with the power law adopted for the 
turbulent film. For nonsimilar laminar films, the shape 
factors do vary, yet, the rate of the streamwise change of these 
shape factors is usually small enough for "quasi-local 
similarity" to hold. Thus the first derivatives of the shape 
factors have been neglected to obtain equations (7a, b). 

The integration of equations (7a, b) yields two distinct 
closed-form expressions for 5"3/" as follows 

(5/x) V"Grv
1 /" =E(C"\ £)1/n (£ - 1)/ 

and 

(&/x)"3/nGrx
Un = 

2n} 

3 n,A 
(CiQl",JtL'fxIl 

(8a) 

(86) 

2B-A A-B-, 

-* 113 A A __ O 

(8c) 
2B-A A-B_ 

(^-l)[rB-A(gx/0
 2 + "3 ] x 

(* (r2"^"igx/^
widx + const. 

Jxlr 

and 

(r2"3/nigx/Zynx 

Grx=g'xx
i/v2 

(8c/) 

(8e) 

xtr is the location where the flow changes from laminar to 
turbulent. For the laminar flow, x,r and the integration 
constants should be simply set equal to zero. The functions I 
and / , represent the deviations from the flat plate case, and 
naturally become unity when r and gx are constant. Upon 
combining equations (8a) and (86), one obtains the following 
characteristic equation for the acceleration parameter £ 

^l+(i^h){I>/m'f" (9) 

The foregoing equation can be used to determine %(x) for a 
given Pr and the geometrical configuration gx (x). Once £ (x) 
is obtained from equation (9), the streamwise variations of all 
quantities associated with the boundary layer development 
can be determined. 

Some manipulation using equations (5a), (56), (6), and 
(86) finally leads to the following Nusselt number expression 
of primary interest 

Nux /Gr/i / 2"3 

2 «3 =(^V<Ja') 
\ 3 n,A / 

(10) (/^C2 /?)"i / 2"3Pr 
3 nxA""~ 

Solutions for Laminar Condensate Layers 

The temperature profiles obtained by Rohsenow [2] and 
Sparrow and Gregg [3] deviate very little from a linear 
distribution for moderate values of liquid subcooling. 
Therefore, the assumption of linearity of the temperature 
profile may still be a good approximation in the laminar 
condensate layer. For the velocity profile, on the other hand, 
a third-order polynomial expression may be adequate. Thus 
the velocity and temperature profiles across the laminar film 
are taken to be 

/(i?;A) = 
A + 3 A - l 

• r] - A f\2 + 7]3 (1 l a ) 

0 O J ) = 1 - I J (116) 

The velocity profile automatically satisfies / = 0 at 17 = 0, 
whi le / = 1 and df/d t\ = 0 at ?/ = 1. On the other hand, the 
temperature profile 8 satisfies the obvious conditions 6 = 1 at 
ij = 0 and 6 = 0 at i\ = 1. 

All the shape factors and/ R may readily be calculated from 
equations (11). The shape factor A associated with the cur
vature of the velocity profile is directly related to the ac
celeration parameter J by equation (2) as 

* = -
4 A 

A + 3 
(12) 

Therefore, £ and A may be used interchangeably. Upon 
substituting the resulting shape factors into equation (10), one 
obtains the local Nusselt number for the laminar film as 

... / A + 1 5 Pr \ 
Nu„/Gr x

lM = ( ) x x V 64A 7 , J a ' / 
(13a) 
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Nusselt's Soln. 

Fig. 2 Local Nusselt number for laminar film on a flat plate 

where 

J a ' = J a / 1 + 
3A + 27 

5A + 75 
-Ja (136) 

Jo rMB-A)(gx/i)
w-A\ IB-A-l 5B-3A dx 

(13c) 

/ ,= 

and 

U-\)[?A<B~AHgx/Z)w~A}5B-'Ax 

(f*gx/nyndx 
i 

(hgx/Wx 
(13c?) 

/l = (A+15)/24, 5 = ( A 2 + 19A + 204)/420 (13e,/) 

It is interesting to note that in the limiting case of no-inertia, 
namely, £ = 1 (A = 1), equation (13a) along with (\3d) 
reduces to the expression obtained by Dhir and Lienhard [9]. 
(The function /, corresponds to g/geff in their notation.) 

The parameter A (or £) may be determined according to 
equation (9), which can be reduced to the following form 

„ 2 2A 2 + 17A + 93 , 
P r = — —r.— , „ (/,//) Ja ' (14) 

63 (A-1)(A+15) 

Upon locally evaluating I(x) and / , (x) for given geometrical 
configuration gx (x), one can solve the implicit equation (14) 
for A(x). The solution requires an iterative procedure at each 
integration step. The integrations appearing in the equations 
(13c, d) should be carried out with an estimated value for A at 
each end of the integration step, then, the results are sub
stituted back into the equation (14) to check if the estimated A 
satisfies the relation. The sequence is repeated to determine A 
within any desired accuracy. 

The initial value Al x = 0 , however, must be determined 
before marching downstream. The consideration of the 
stagnation flows near x = 0 [12] reveals that the functions / 
and /, in this region become 

and 

// = hTl (15b) 

where the integer / is 0 for plane flow and 1 for axisymmetric 
flow, while j is 0 for a pointed body, and 1 for a blunt body. 

For example, the integers (/, j) are (0, 0) for a flat plate (or a 
wedge), (1, 0) for a cone, (0, 1) for the stagnation flow over a 
horizontal cylinder, and (1, 1) for the stagnation flow over a 
sphere. The substitution of equations (15) into the charac
teristic equation (14) yields an algebraic equation for A I ^ Q , 
which can easily be solved when Pr and Ja are specified. Upon 
using this initial value, the aforementioned stepwise iterative 
calculation can be followed downstream to find A(x). 

Laminar Calculation Results 

Figure 2 shows the local heat transfer results along flat 
plates for Pr = 0.003, 0.008, and 0.03. The ordinate variable 
is chosen to provide a direct comparison of results of Nusselt 
[1] and the numerical solution of Sparrow and Gregg [3], As 
the sensible-latent heat ratio Ja becomes sufficiently small, 
both the present solution and the numerical solution approach 
the Nusselt solution. Inertia effects on the heat transfer rate 
are found to be significant, especially for small Prandtl 
numbers as manifested by an appreciable departure from 
Nusselt's solution. Equation (8b) shows that an increase in Ja 
thickens the film,. thus the effects of both convection and 
inertia become significant as it increases. The agreement of 
the present solution with the Sparrow and Gregg solution 
appears to be excellent. However, equation (1 la) requires A to 
be less than 3 for the velocity to increase monotonically within 
0 < 7] < 1. The region below the horizontal line indicated in 
the lower right of Fig. 2 corresponds to the region where A > 
3 where the present solution is expected to be in error. 

As a general example of a nonsimilar flow, calculations 
have been performed for the horizontal circular cylinder. The 
circumferential variation of the shape factors A and £ and the 
local heat transfer coefficient are illustrated in Figs. 3(a) and 
3(b) for Pr = 0.03. The parameter £ decreases downstream 
and becomes unity upstream of the rear stagnation point, 
implying failure of the boundary layer approximation near 
the stagnation region. The calculations thereafter proceed up 
to the stagnation point using equation (13c?) with £ being 
fixed at unity. The inertia effect appears to diminish with 
decreasing Ja. The curve for Ja = 0 naturally falls on the 
horizontal line, £ = 1, which corresponds to the Nusselt [1] 
and Dhir and Lienhard [9] solutions. 

The local heat transfer coefficient Nud/(Gr r fPr/2Ja)1/4 

(where Nurf = h d/k and Grrf = Ap g d3/p v2) approaches 
zero at the rear stagnation point as seen in Fig. 3(b). The 
comparison of the present result with Nusselt's (Dhir and 
Lienhard) solution (obtained by a straightforward numerical 
integration of equation (13c?) with £ = 1) reveals that, for the 
case of small Pr, the inertia force tends to lower the heat 
transfer rate. The effect of Ja on local heat transfer is more 
significant upstream than downstream. As a result, the heat 
flux distribution over the upper half of the cylinder becomes 
flatter with increasing Ja. 

In Fig. 4(a), results for various Pr and Ja are compared 
with Nusselt's solution and the numerial solution by Sparrow 
and Gregg [4] in terms of the overall heat transfer coefficient 
averaged over the entire circumference of the cylinder. The 
agreement of the present solution with that of Sparrow and 
Gregg is excellent. The curves for small Pr have been extended 
only to Ja = 0.1 because higher values are normally unat
tainable in liquid metals. Results obtained for a sphere are 
plotted in Fig. 4(6) in a similar fashion. With decreasing Ja, 
the curves asymptotically approach the Dhir and Lienhard 
solution [9].' 

Dhir and Lienhard [9] miscalculated h for a sphere using h = \Q h 
d(lxld)l-w instead of h = JJ h r d{2xld)l\^ r d(2x/d). A numerical in
tegration reveals that the correct result for the no-inertia limit is Nud = 0.S28 
(Gr d Pr / Ja ) 1 / 4 . 
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Fig. 3 Circumferential variations of laminar film on a horizontal cir
cular cylinder: (a) acceleration parameter; (b) local heat transfer 
coefficient 

Solutions for Turbulent Condensate Layers 

We now extend the considerations to turbulent film con
densation in which the velocity and temperature profiles 
follow the power laws such that 

/ ( 7 j )=V / 7 and 0(T)) = 1 - V / 7 (16a,6) 

Integrations, using the foregoing profiles, give the shape 
factors A, B, and D. Thus equation (10) reduces to the local 
Nusselt number correlation for the turbulent film layer: 

Nu x /Gr / / 5 =0.0476(/,Ja'Pr/£2)1 /5 (17a) 

where 

1 
J a ' = J a / 

( ' • - ? * ) 

(?-!) /• r/£)9ndx + const. 

/ = 
(£-D>-'-5/14fe/£)9/7* 

(176) 

(17c) 

o 
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Fig. 4 Overall heat transfer coefficient for laminar films: (a) horizontal 
circular cylinder; (b) sphere 

and 

/ ,= 

r5/6(gx/O
w,dx + const. 

r*5/6(gx/Z)mx 
(lid) 

The acceleration parameter £ (x) is determined from equation 
(9) which reduces to the following expression for turbulent 
films 

? = 1 + - ( / , / / ) (Ja ' /Pr 2 ' 3 ) (18) 

It it interesting to note that the solution of the turbulent flow 
requires only a single lumped parameter Ja ' /P r 2 / 3 to be 
specified. 

For a given xlr, the matching of the laminar and turbulent 
solutions provides the integration constants. A good estimate 
of turbulent heat transfer can still be made by simply setting 
xtr = 0 if the turbulent region is large. 

Stepwise iterative calculations can be followed downstream 
using the procedure described for laminar flow. Since 
equations (17c, d) readily give for stagnation flows / = (1 — 
5/714 + 9y77)-' and /, = (1 + 5/76 + j/3) ' , the initial 
value g 1̂ =0 needed for the integrations associated with 
equations (17c, d) can be obtained from the following explicit 
equation 

, 5 • 9 • 1 /+ — j 
7 14 7 

$1,-0 = 1 + ; = (Ja ' /Pr™) 
27 5 . 1 

(19) 

1 + <+TJ 

Journal of Heat Transfer MAY 1985, Vol. 107/421 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-

0 

> • 

- Nusselt 

i 

-1 
s 

1 

""sot 

1 

O 
# 

1 

Freon-12 i 
Water Vapour J 
Present Sola 

1 ! 

Kutateladze 
& Gogonln 

/L Gregoric 

I I I 1 

Pr= 

Pr= 
et 

-

i| 

1 -

a l . 

i 

/1
0 

c S: 

3 

1U TOO n luuu uuw 

Ref / 4 
Fig. 5 Film Nusselt number for laminar and turbulent films on a flat 
plate 

6. r 

A. -

2. -

-

-

-

-

1 2/3 . _ 

Ja/Pr=10. 

^ 3 . 1 6 

a, 

A. 
1 l 

Cylinder 

i i 

-

-

-

\ 

i 

7T/2 2x/d 

1 . / 

1.0 

e0-8 

-a 

$ 0 . 6 
-4-
-? 
o 
o „ , 

z 

0.2 

„ - • - ' >Ja/Fr=0.1 

- " " y ' 3.16 X - - - " " 
/ S /i . - "" \ 

/ / si-- " " \ 
/ / _- "^ / ^^—~~*~ " " ^ v \ 

" / A " / i o - —-V" 
/ / / , y . - " ^ y ' " " " \ 

"'' ' / - / : ' ~ ^ ^ ^ ~ A 
/ / / ' / s^~^ \ 
, / y/ / y^ \ 
1 / / / y?r \ 

'// / / — Cylinder 
/ / / / I 
' 1/ / Plate 

i i i i i 

0 7T/2 
2x/d 

Fig. 6 Circumferential variations of turbulent film on a horizontal 
circular cylinder: (a) acceleration parameter; (b) local heat transfer 
coefficient 

Turbulent Calculation Results 

It is customary to use the film Nusselt number Nuy and the 
film Reynolds number Re^ in place of Nu .̂ and Gxx for a 
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Fig. 7 Circumferential variations of turbulent film on a sphere: (a) film 
thickness; (b) local heat transfer coefficient 

vertical flat plate. Using / = / , = 1 for the flat surface, 
equation (17a) can readily be integrated to obtain Nuy 

Nu, 

where 

Nu 

r 7 1 m 

= 0.0539 R e / ' W ' V 1 + — (Ja ' /Pr 2 / 3 ) (20a) 

h / v2 \ 1/3 

= { ( - V ) =(hx/k)/Gr»i 

and 

Re/ = 4\ u dy/v= {h x/k) (4Ja ' /Pr) 

(206) 

(20c) 

For comparison, the corresponding laminar flow equation is 
also obtained from equation (13a) as 

Nu ' / : 
/ A + 1 5 \ 1/3 

= ( 4 / 3 ) 4 / 3 ( i^r) Re/~,/3 (21) 

where A is determined from equation (14) with 1=1, = 1. 
Equation (21) with A = 1 reduces to Nusselt's solution which 
is a good approximation for Pr > 1. By equating equations 
(20a) and (21), one may roughly estimate a critical film 
Reynolds number Rey,r for the flow transition as 

Re /„ = 741/Pr2/3 (22) 

Equation (22) implies that the critical film Reynolds number 
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Ja/Pr 
Fig. 8 Overall heat transfer coefficient for turbulent films on a sphere 
and a horizontal circular cylinder 

may depend on Prandtl number in contrast with the constant 
critical film Reynolds numbers suggested by Colburn [5], 
McAdams [14], and Kutateladze [15]. The trend suggested by 
equation (22), namely, the decrease of Re//r with Pr, is 
consistent with the experimental evidence reported by Uehara 
et al. [16]. Equations (20a) and (21) are compared in Fig. 5 
with measurements obtained by Kutateladze and Gogonin 
[17] for water (Pr = 1.75)andFreon21 (Pr = 3.3 to 3.5). The 
experimental data of Gregorig et al. [18] for water with Tw = 
50°C and 70°C are also presented by a dashed line. The 
present predictions appear to be in a fair agreement with the 
measurements. 

Calculations were also carried out for turbulent films on 
horizontal circular cylinders using various values of 
Ja'/Pr2/3. The circumferential variation of the acceleration 
parameter £ is illustrated in Fig. 6(a), where the inertia effect 
is seen to be significant for large values of the lumped 
parameter Ja'/Pr2/3 . The variation of the local heat transfer 
rate is shown in Fig. 6(b). Our use of x,r = 0, gives the heat 
transfer rate at the front stagnation point as zero when it 
should remain finite there. 

The local heat transfer rate increases downstream and 
reaches a maximum within the lower half of the cylinder, 
before decreasing to zero at the rear stagnation point. The 
local heat transfer rate consistently decreases with Ja'/Pr2/3 . 
The corresponding local heat transfer variation on the vertical 
flat plate is also shown in Fig. 6 for comparison. The local 
heat transfer rate of the flat plate is everywhere higher than 
that of the circular cylinder. 

Turbulent condensation heat transfer has also been 
predicted for a sphere. The circumferential variation of the 
film thickness is plotted in Fig. 1(a) along with results for a 
cylinder. As expected, the film thickens as Ja'/Pr2/3 is in
creased. This increase in the film thickness is consistent with 
reduced local heat transfer rates seen in Fig. 1(b). Predictions 
for the cylinder and sphere, with 10 ~2 < Ja'/Pr2/3 < 10, are 
plotted together in Fig. 8 in terms of the Nusselt number Nud 
averaged over the entire surface. 

Concluding Remarks 

The present integral method accounts for inertia in laminar 
and turbulent film condensation. During actual film con
densation, however, the formation of waves, ignored here, is 
usually observed as the film Reynolds number becomes large. 
The effects of the wave action on the condensate flow rate 
should be taken into account during subsequent development 
of the present analysis. As pointed out by the elegant analyses 
[7, 19], the shear force at the liquid-vapor interface, which is 
neglected in the present analysis, may also play an important 
role in the heat transfer process in some cases. Our effort is 
now directed toward considering the effects of nonvanishing 
vapor drag on local heat transfer rates and flow transition. 
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Prediction of Flow Patterns During 
Condensation of Binary Mixtures 
in a Horizontal Tube 
In the present paper, experimental flow pattern data during forced convection 
condensation of binary mixtures of R-22 and R-12 inside a horizontal tube are 
reported for the first time. These visually observed flow patterns were plotted on 
existing condensing flow as well as on Baker's adiabatic flow map. The mixture 
flow pattern data were found to best correlate on a flow regimes map suggested 
earlier by the present authors [8] with dimensionless gas velocity J* and (l — a)/a 
coordinates (a is the void fraction). The criteria to delineate different flow regimes 
for mixtures have also been found to be the same as those proposed earlier for pure 
refrigerants. 

Introduction 

Multicomponent condensation is frequently encountered in 
process industries. Experimental studies [1-4] have also in
dicated that use of binary mixtures in refrigeration systems 
may offer several direct and indirect advantages, namely, 
better COP, lower power consumption, reduced ther
modynamic irreversibility, increased chemical stability, 
improved oil miscibility, condensation of boiling through a 
range of temperatures, and variable capacity of refrigeration 
systems. These merits offer attractive prospects for the use of 
mixed refrigerants in refrigeration system. It is widely ac
cepted that for economical and efficient operation of the 
condenser, the prediction of flow pattern that would exist for 
given operating conditions is essential. This not only helps in 
proper prediction of the condensing heat transfer coefficient 
but also leads to a better understanding of the physical 
phenomena that occur in condensers. 

While a number of flow pattern studies of condensing pure 
vapors inside horizontal tubes have been conducted [5-12], no 
such effort has been devoted to the study of condensation of 
binary mixtures. 

The purpose of this paper is to report, for the first time the 
visual observation of flow patterns during condensation of 
binary mixtures of R-22 and R-12 inside a horizontal tube and 
to suggest a flow regimes map for prediction of flow patterns. 
Mixtures of R-22 and R-12 were chosen because of the wide 
use of these refrigerants in refrigeration and airconditioning 
systems. Similar studies carried out by the authors using pure 
R-12 and R-22 have already been reported [9]. 

Flow Pattern Identification 

The flow patterns were classified into five categories, viz., 
(0 annular, (if) semiannular, (Hi) wavy, (iv) slug, and (v) plug, 
as shown in Fig. 1. 

1 Annular flow: The liquid is almost symmetrically 
distributed as a film over the tube wall inside, and the high 
velocity vapor flows as a central core. 

2 Semiannular flow: The condensate is asymmetrically 
distributed as a very thin film around the top and sides of the 
tube wall and as a relatively thick layer at the bottom of the 
tube. 

3 Wavy flow: Vapor and liquid phases are separated by a 
wavy interface with the liquid flowing at the bottom of the 
tube. 

4 Slug flow: The vapor flowing in the upper part of the 
tube with relatively high velocity causes the liquid flowing at 
the bottom of the tube to periodically wet the top of the tube 
wall. 

5 Plug flow: The flow essentially represents continuous 
liquid phase with large plugs of vapor appearing in
termittently in the upper portion of the tube. 

These descriptions of major flow patterns conform to most 
common usage. 

Experimental Test Facility and Data Reduction 

During the condensation process, vapor quality 
progressively decreases along the tube and, hence, different 
flow patterns may occur at different locations. In order to 
view the various flow patterns, the test condenser was made of 
three sections of length lm each and sight glasses were 
provided at each tube junction. The schematic diagram of the 
test facility is shown in Fig. 2. The test sections were 
horizontally mounted annular coaxial double copper tubes 
with refrigerant flowing inside the inner tube and the coolant 
water flowing countercurrently in the outer annulus. The 
inner tube was of 10 mm i.d. and 12.7 mm o.d., while the 
outer tube was of 50 mm i.d. The three test sections were 
joined smoothly in series by four sight glasses, which were of 
the same i.d. as that of the inner copper tube so as not to 
disturb the flow pattern. 

The test setup included a precondenser, an after condenser, 
and refrigerant bypass line to enable controlled variation of 
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Table 1 Details of test runs and range of operating conditions 

Test fluid 
Number 
of runs 

Number 
of flow 
patterns 
observed 

Average 
condensing 

temp. 
°C 

Refrigerant 
mass velocity 

k g / s - m 2 

Vapor 
quality 

at visual 
section 

Average 
cooling heat 
flux in test 

sections, W/m 

25% R-22 
mixture 
(by mass) 
50% R-22 
mixture 
75% R-22 
mixture 

42 

34 

33 

168 

136 

131 

24-39 

21-37 

25-37 

174.6-
506.2 

172.3-
499.8-
176.5-
529.4 

0.001-
0.980 

0.025-
0.981 
0.001-
0.994 

4780-
25000 

5360-
24150 
900-
26600 

© © © © © 

LEGEND 
Tesl sections 
Siqht glasses 
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Oil seperotor 
Precondenser 
After condenser 
Refrigerant 
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Liquid receiver 

7 

e 
9 
10 
11 
12 
13 

Drier 
Solenoid valve 
Expansion volve 
Evaporator 
Suction accumulator 
Air cooled condenser 
Water cooled condenser 
. Refriqeront flow 

Water flow 

Fig. 2 Schematic diagram of experimental setup 

the operating conditions over a wide range. The partially 
condensed refrigerant from the test condenser was completely 
condensed in the aftercondenser and then returned to the 
liquid receiver. Note that the condenser tube did not drain 
into a header as is usually the case of practice. 

The test condenser was instrumented to measure refrigerant 
temperatures at the inlet and exit of first test section, at the 
exit of the last test section, static pressures at the inlet and exit 
of each test section, and coolant water temperatures. 
Refrigerant flow rate was measured by a variable area 
rotameter at the downstream end of the aftercondenser. 
Provision was also made to measure refrigerant and water 
side temperatures, and static pressures across the precon
denser and aftercondenser. Coolant flow rates through the 
test condenser, precondenser and aftercondenser were 
recorded using water rotameters. All temperatures were 

measured by copper-constantan thermocouples, the outputs 
of which were measured by a multichannel automatic data 
logger. During each steady-state run, the flow patterns were 
observed at the four visual sections according to the 
classification described earlier. 

In this investigation three different compositions of binary 
mixtures of R-22 and R-12 with 25, 50 and 75 mass percent of 
R-22 were charged into the system. In all, 109 steady-state 
runs with these mixtures were conducted, which yielded 435 
flow pattern data. The details of the test runs and the range of 
operating conditions covered with each mixture are given in 
Table 1. 

The thermodynamic and thermophysical properties of the 
mixtures were computed by the equations and combining 
rules suggested by Kandlikar [14]. The raw data were reduced 
to desired useful form using computer program in Fortran IV 

N o m e n c l a t u r e 

D = tube diameter, m 
g = acceleration due to gravity, m/s2 

G = total mass flux, kg/s«m2 

j * = Wallis dimensionless gas velocity; xG/[gDpv(pL-
Pv)\U2 

VL = average liquid velocity, m/s, [6] 
x = vapor quality 

X = Martinelli parameter; 

( ^ ) ° ' 9 ( P r / P j ' - W M 0 - 1 

Greek Letters 
p = density, kg/m3 

H = dynamic viscosity, kg/m - s 
a = liquid surface tension, N/m 
X = Baker's parameters; [(PV/PA)(PL/PIV)]W1 

4/ = Baker's parameter; (<TB,/ff)[^L//iH/)(pH//pL)2]1/3 

a = Void fraction; \l+(pv/pL)( ) 0.4 

+ 0.6. 

(PL/Pv)+0A(-^) 

1 + - ( ^ ) 
•]} 

Smith's [16] void fraction correlation 

Subscripts 

A = air 
L = liquid 
V = vapor 

W = water 
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Fig. 3 Observed flow patterns for 25 percent R-22 mixture plotted on 
Baker's [5] map 

Fig. 4 Observed flow patterns for 50 percent R-22 mixture plotted on 
Soliman and Azer's [6] map 

and run on DEC SYSTEM 20. The heat balance error from 
the inlet of precondenser to the outlet of the aftercondenser 
was within ± 7 percent for 92 percent of the runs and less than 
± 10 percent for the remaining runs. 

Analysis of Flow Pattern Data 

The flow pattern data for binary mixtures of R-12 and R-22 
were tested on various flow maps suggested for condensation 
inside horizontal tubes, viz., those of Baker [5], Soliman and 
Azer [6], Breber [7], and that of the present authors [8]. 

It may be recalled that Baker's [5] adiabatic flow map was 
recommended by Traviss and Rohsenow [10] for prediction of 
flow patterns during condensation inside horizontal tubes. 
Soliman and Azer's [6] map was developed using data from 
[11, 12]. The flow map of Breber et al. [7] is essentially Taitel 
and Dukler's [13] map with modified flow pattern boundaries 
based on condensation flow pattern data for pure 
refrigerants. While representing the flow pattern data on 
various maps, the plug flow data have not been shown, except 
on Soliman and Azer's map, as it would have increased the 
size of the figures very much. However, inferences have been 
drawn on the basis of numerical values of the mapping 
coordinates for this flow pattern data for the three mixture 

compositions on Baker's [5] map. Figure 3 represents a 
typical plot of observed data for binary mixtures, with 25 
percent R-22, on Baker's map. Similar plots were prepared 
for the other two compositions and the following general 
conclusions are drawn: 

(0 The agreement of annular flow data was good. 
(ii) None of the wavy flow pattern data fell in the 

specified region of the map. Wavy flow data occupied annular 
and slug regions, with the majority of the data lying in the 
latter regime. This behavior refers to the most serious 
deficiency of Baker's map for the case of condensation inside 
horizontal tubes, as wavy flow is one of the important flow 
patterns. 

{Hi) Slug flow data were in agreement with the assigned 
region on the map; so was the case with plug flow data (not 
shown in the figures). 

Semiannular flow data occupied the annular flow region on 
the Baker's map. It may be noted here that Baker's map does 
not identify semiannular flow. 

The comparison of the observed flow patterns on the map 
of Soliman and Azer [6] was also done, and Fig. 4 is for a 
mixture with 50 percent R-22. An inspection of entire flow 
pattern data for the three mixture compositions disclosed 
that: 
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Table 2 Distribution of observed flow patterns for mixtures of R-22 and R-12 expressed as percentage on authors' [8] 
earlier map 

Predicted 
flow pattern 

Spray 

Observed 
flow 
pattern 

Annular 
and semi-
annular 

Wavy Slug Plug Number 
of data 
points 

Annular and 
semiannular 
Wavy 
Slug 
Plug 

99 

12 80 
92 

100 

330 

73 
25 
7 

Total points: 435 

Table 3 Distribution of observed flow patterns for mixtures on R-22 and R-12 expressed as percentage on Baker's [5] map 

Predicted 
flow patterns 

Spray Annular Wavy Slug Plug 

Observed 
flow pattern 

Number 
of data 
points 

Annular 
Wavy 
Slug 
Plug 

14 
-
-
-

84 
27 
-
-

2 
0 
— 
-

_ 
73 
80 
-

— 
-
20 
100 

255 
73 
25 
7 

Total points: 360 
Note:Baker's map does not identify semiannular flow, hence these data are not included in Table 3. 

Table 4 Distribution of observed flow pattern for mixture of R-22 and R-12 expressed as percentage on Soliman and 
Azer's [6] map 

Predicted 
flow pattern 

Spray Annular Semi-
annular 

Wavy Slug Plug 

Observed 
flow pattern 

Number 
of data 
points 

Annular 
Semiannular 
Wavy 
Slug 
Plug 

17 80 
41 59 

96 
28 

4 
68 4 

100 

255 
75 
73 
25 
7 

Total points: 435 

Table 5 Distribution of observed flow patterns for mixtures of R-22 and R-22 expressed as percentage of Breber et al. [7] 
map 

Predicted 
flow pattern 

Observed 
flow pattern 

Spray and 
Annular 
Semiannular 
Wavy 
Slug and Plug 

Spray and 
Annular 
Zone I 

99 
45 

Transition 
between 

Zones I and II 
(semi-annular 

flow) 

1 
55 
75 

Wavy 
Zone II 

10 

Transition 
between zones 

II and III 

8 
6 

Slug and plug 
Zone II 

7 
94 

Number of 
data points 

255 
75 
73 
32 

Total Points: 435 

(;') Agreement for annular flow is moderate. 
(/;) None of the semiannular flow data fell in the 

specified region. These data occupied the annular and wavy 
regions on the map. 

(Hi) The agreement with slug flow data is fair. 
(iv) Wavy and plug flow data occupied their specified 

regime on the map. 
Since the map of Breber et al. has been found to be very 

successful, flow pattern data for all the three mixture com
positions are shown on the map of Breber et al. [7] in Figs. 
5-7. These figures reveal that: 

(/) The agreement of the semiannular flow data is un
satisfactory. It may be noted that Breber et al. have shown 

semiannular flow pattern in the transition band between zones 
I and II. 

(ii) The wavy flow data were poorly correlated on the 
map. These data virtually occupied the transition zones. 

(Hi) Annular and slug flow data fell in appropriate zones 
on the map. The plug flow data also occupied the specified 
region (not shown). 

Figures 8-10 exhibit the mixture flow pattern data 
representd on the authors' [8] flow regimes map with 
dimensionless gas velocity j*g and ( l - a ) / a as map coor
dinates, where void fraction a was evaluated from Smith's 
[16] correlation. Although Smith's void fraction model was 
derived for annular flow, he found it to be in excellent 
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agreement with the experimental data of several investigators 
irrespective of flow pattern. Use of this correlation also 
yielded more accurate prediction of two-phase pressure drop 
(see discussion of [16]). Soliman and Azer also used Smith's 
correlation for evaluating void fraction. It is evident from 
Figs. 12-14 that: 

(/) Annular, semiannular, and slug flow data are in 
excellent agreement with the predictions of the map. This was 
also the case with plug flow data (not shown). 

(//) For wavy flow also, the agreement is good, with 80 
percent of the data occupying the assigned region. 

Comparison of Flow Regime Maps 

Table 2-5 show the accuracy of prediction of the four flow 
pattern maps discussed in the previous sections. A com
parison of Tables 2 and 3, shows that the flow regimes map 
suggested by the authors [8] yields significantly improved 
predictions as compared to Baker's [5] map for annular, 
wavy, and slug flow patterns. The agreement of both maps 
with plug flow data is equally good. 

Tables 2 and 4 reveal that as compared to predictions of 
Soliman and Azer's [6] flow map, the authors' map [8] is in 
substantially better agreement with semiannular and slug flow 
data. Predictions for annular flow are also considerably better 
than that of Soliman and Azer. Even if annular and 
semiannular regions on their map are taken together, the 
authors' map still shows much better agreement with the data. 
For wavy flow, Soliman and Azer's map has an edge over the 
predictions of the authors' map. The agreement of both maps 
with plug flow data is nearly the same. 

The distribution of observed flow patterns on the authors' 
map [8] and that of Breber et al. [7] flow map is given in Table 
2 and 5, respectively. It is evident from these Tables and Figs. 
5-10 that the former map gives significantly improved 
predictions for wavy flow. While only 10 percent of wavy 
flow data occupied the assigned region on the Breber et al. 
map, the agreement with the authors' map was 80 percent, a 
remarkable improvement. For semiannular flow data also, 
the predictions of authors' map are substantially better than 
those given in the Breber et al. map. For annular, slug and 
plug flows, the agreement of both maps with the data is nearly 
equally good. 

From the foregoing discussion, it is clear that the flow 
regimes map of Baker [5], Soliman and Azer [6], and Breber 
et al. [7] did show reasonable agreement with mixture flow 
pattern data only in certain flow regimes. But all of them had 
some deficiencies, in one or more flow regimes. In contrast to 
this, as is apparent from Table 2, the authors' [8] map is more 
consistent and reliable. 

Conclusions 

The following inferences may be drawn from the ex
perimental investigation of the flow patterns of the binary 
mixtures of R-22 and R-12 inside a horizontal tube: 

1 Baker's [5] map failed to correlate the wavy flow 
pattern data, which is an important flow pattern. Thus this 
map does not satisfactorily characterize the flow patterns 
during condensation inside a horizontal tube. 

2 The agreement of the map of Soliman and Azer [6] with 
semiannular flow data was unsatisfactory. Also, for annular 
flow, the agreement was only moderate. 

3 The Breber et al. [7] flow map did not represent the 
wavy flow pattern data well. Agreement of this map with 
semiannular flow data was also unsatisfactory. 

4 The flow pattern data for mixtures of R-22 and R-12 
was best correlated on the authors' [8] map with dimen-
sionless gas velocity j*g and (1 - a)/a as its coordinates. The 
criteria to delineate different flow regimes for mixtures were 
also found to be the same as proposed for pure refrigerants 
[8]. 
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iixed Conwectiwe Flows Around a 
Slowly Rotating Isothermal Sphere 
The mixed convective flows generated by a heated rotating sphere have been in
vestigated theoretically. The solutions are obtained by considering the full Navier-
Stokes and energy equations along with the Boussinesq approximation. The 
governing equations are expressed in the R-9-<t> coordinates and due to the nature of 
the flow field generated, all three velocity components appear in the formulation. 
Due to the symmetry of the problem studied, d\/d(j> = 0, where £ is any dependent 
variable considered. The R and d momentum equations are expressed in the stream 
function-vorticity formulation. The resulting four coupled elliptic equations {for 
stream function, vorticity, t>0, and temperature) are solved numerically. Results 
have been obtained over a large range of Grashof and Reynolds (based on the 
rotational velocity of the sphere surface) numbers. The study reveals interesting 
flow patterns for the mixed convective problems. The gravitationally induced free 
convection is significant for the slowly rotating sphere where the Grashof number is 
of the order of or more than the square of the Reynolds number. The results are 
compared with previously published experimental observations and theoretical 
predictions based on the boundary layer theory. 

Introduction 

Free-convection heat transfer from stationary spheres has 
been the subject of several investigations [1-4]. Theoretical 
investigations of free-convection flows have mainly centered 
upon approximate solutions based on similarity con
siderations. Possible similarity solutions, however, depend on 
body geometry, and the sphere and the horizontal cylinder do 
not allow such solutions for the free-convection problems. 
The sphere possesses curvature in two planes, and this feature 
poses special problems in the two-dimensional analysis of 
such flows. Chiang, Ossin, and Tien [5] employed the per
turbation method in which the trigonometric buoyancy term, 
the velocity, and the temperature profiles are expanded in 
power series to determine the temperature and velocity 
profiles for angular positions around a sphere. Double 
curvature of the boundary layer about a sphere also in
troduces some special experimental problems. A modified 
Abel integral approach needs to be employed when in-
terferometric measurements are made to obtain the 
axisymmetric temperature field around a sphere [6]. 

In this paper the flows generated by and the mixed con
vective heat transfer from a rotating isothermal sphere have 
been investigated theoretically. The flow and mixed con
vective heat transfer characteristics of a heated sphere 
rotating about a diameter in an otherwise quiescent medium 
are of interest in geophysical and meteorological problems, 
formation of the earth's weather patterns, and the design of 
special purpose heat exchangers. The interaction of the 
buoyancy and centrifugal effects provides many interesting 
flow situations ranging from natural to forced convection. 

The flow induced by a rotating sphere (not considering the 
buoyancy effects) was first studied by Sir George Stokes in 
1845 [7], Stokes described the sphere to be acting like a 
centrifugal fan, the motion at a distance from the sphere 
consisting of a flow outwards from the equator and inwards 
towards the poles, superimposed on a motion of rotation. 
Using boundary layer approximations, the foregoing problem 
was studied about a hundred years later by Howarth [8] and 
Nigam [9], and the forced convection problem involving the 
temperature field in the vicinity of a heated sphere has been 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 19, 
1984. 

studied by Singh [10] in the laminar flow regime. In the 
laminar flow regime the solution of the boundary layer 
equations for a rotating sphere proposed by Howarth predicts 
the velocity field closely despite its failure to predict outflow 
near the equator. Experimental measurements of velocity 
profiles for the flow problem have been reported by Kobashi 
[11]. The heat transfer by convection from a heated sphere 
rotating in air has been investigated experimentally by Nordlie 
and Krieth [12]. Kreith et al. [13] corrected and extended 
Singh's [10] analysis to permit theoretical calculations of the 
average heat transfer coefficients over wide ranges of 
Reynolds and Prandtl numbers and presented some ad
ditional measurements of boundary layer velocity profiles, 
including the extent of a turbulent separation zone, which was 
observed in the vicinity of the equator. Gravitationally in
duced free convection was neglected in the Kreith's study 
owing to the high rotational speeds considered, and hence 
Nusselt, Reynolds, and Prandtl numbers were the only 
variable parameters in the above study. 

Most of the previous studies on heat transfer from rotating 
spheres are for the forced convection case where (Re)2 > > Gr. 
Interaction of the centrifugal and buoyancy effects for the 
rotating sphere has received little attention, both theoretically 
and experimentally. In this paper an integrated finite dif
ference numerical scheme is used to obtain the temperature 
and flow field solutions as well as the heat transfer charac
teristics for the mixed convective flows around an isothermal 
rotating sphere submerged in an infinite Boussinesq fluid. The 
axially symmetric nature of the problem enables the R and 6 
momentum equations to be combined with the continuity 
equation and expressed as a vorticity transport and a stream 
function equations. The <j> momentum and the temperature 
equations along with the foregoing two equations were solved 
simultaneously. Results were obtained over a wide range of 
Gr/Re2, varying from forced to natural convection. The 
effects of rotation were studied in detail for the Grashof 
number range of 1.39 x 102 to 1.39 x 105. The interaction of 
the buoyancy and centrifugal effects on the flow field and 
heat transfer characteristics are presented and the physics of 
the mixed convection flows are explained. 

Analysis 

The geometry considered consists of a heated solid sphere 
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Fig. 1 Spherical polar coordinate system 

rotating in an infinite Boussinesq fluid. To obtain the flow 
and temperature distributions, the Navier-Stokes, continuity, 
and energy equations were expressed in spherical polar 
coordinates (R-0-<l>) as shown in Fig. 1. The coordinate R is 
normal to the surface of the sphere and is measured radially 
outwards from the center of the sphere, 6 is measured from 
the downward vertical axis of rotation, and <j> is the azimuth. 
For the particular case of an isothermal sphere with rotation 
around the vertical axis, the mixed flow is symmetric and all 
variables are independent of 4>. 

The stream function and the vorticity transport equations 
are given as follows [14] 

a 
3R* 

r_L -^ l -A I "—!—^WK* m 
Lsin0 dR* J 36lR*Smd dd J w 

w* di **'Sin'flf d ( a dr) d ( W ^ Y i 
IdR* \R*Sind 3 0 / 36 \R*Sm6 dR*/) 
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The <l> momentum equation is given by 
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and the energy equation is given by 
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The variables were nondimensionalized with reference to 
the diameter of the sphere, the kinematic viscosity of the 
fluid, the rotational speed of the sphere, and the temperature 
difference between the sphere surface and the ambient. 

(7) R* 

K 

R „ vRDp 

D jx 

veDp 

N o m e n c l a t u r e 

D 
g 

Gr 

k 
Nu 

Nuw 

Nu^ 

Pr 
R 

Ra 
R* 

specific heat at constant 
pressure 
sphere diameter 
acceleration of gravity 
Grashof number based on 
sphere diameter, D3l3g(Tw — 
T„)/v2 

thermal conductivity 
Nusselt number 
Nusselt number for natural 
convection 
Nusselt number for forced 
convection 
Prandtl number iwp/k 
radial coordinate 
radius of pseudoboundary 
nondimensional radial 
coordinate 

Ra = Rayleigh number (Gr.Pr) 
Re = rotational Reynolds number, 

D2Q,p/n 
T = temperature 

T* = nondimensional temperature 
Tw = sphere wall temperature 
T„ = reference temperature 
vR = radial velocity component 
vR = nondimensional radial 

velocity component 
ve = angular velocity component 
v* = nondimensional angular 

velocity component 
v$ = azimuthal velocity component 
vl = nondimensional azimuthal 

velocity component 

Greek Letters 

i8 = thermal coefficient of volume 
expansion 

5 = 

P 
<t> 

Q = 

hydrodynamic boundary layer 
thickness 
angular coordinate 
fluid kinematic viscosity 
(p = ix/p) 
density 
coordinate representing the 
angle of rotation about the 
axis of symmetry of the flow 
a dependent variable 
stream function 
nond imens iona l s t ream 
function 
vorticity component in the <t>-
direction 
nondimensional vorticity 
component in the </>-direction 
characteristic angular velocity 
of the sphere, radian/s 
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V = 
and 

A. 

Dfx, 

o>D2 

It is noted that the source terms in the vorticity transport 
equation have the coefficients as Re2 and Gr and the terms 
represent the rotational and buoyancy effects, respectively. 
The ratio Gr/Re2 is thus considered to be the key parameter 
of the analysis. 

The governing equations are dependent upon the assump
tion that the temperature variations within the fluid are not 
large, so that the Boussinesq approximation can be applied. 
The foregoing equations (1, 2) and (5, 6), along with con
ditions specified over the entire flow domain, are solved 
numerically. A symmetry plane is considered along the 
vertical line and the solutions are obtained for the 
hemispherical region. 

Boundary Conditions. The dependent variables in the 
above formulation are t/<*, w*/.R*Sin0, v%R*Sm6, and T*. 
Conditions need to be specified for the foregoing variables 
along all boundaries before a solution can be attempted. 

Sphere Surface. Temperature is considered uniform over 
the boundary section. Since the sphere surface is assumed to 
be nonpermeable, it follows that for the stream function 

i/-*=OforO<0<7r (8) 

The rotational velocity at the sphere wall is given by 
u / =0.5 Sine 
Hence 

i;,/..R*Sin0 = O.5tf*Sin20 (9) 

The boundary condition for w*/R*S'md is not quite so easy to 
specify on sphere surface, since it requires information on the 
gradients of velocities which are not known a priori. An 
expression for the co*/R*Smd can be obtained by expanding 
the stream function near the wall using a three term Taylor 
series and making use of the continuity and no-slip con
ditions. 

For \/,*= Oat the wall 

to* -2\l/* 

R*Sin6 ~ (R*2Sin26)(AR*)2 

where \j/* is the value of the stream function at a small 
distance AR* into the fluid from the sphere wall. 

Symmetry Plane. Since an isothermal sphere is con
sidered, the flow along a vertical axis is symmetric and a 
symmetry plane is considered along a vertical line passing 
through the center of the sphere. Along the symmetry plane 
the stream function must have a constant value to satisfy the 
mass continuity. This constant is taken as zero over the 
spherical surface. Hence along the symmetry plane \j/*=0. 
For the temperature variable the gradient in 0-direction 
becomes zero. Thus dT*/dd = 0 for 0 = 0, 0 = IT. The rotational 
velocity at the symmetry axis is zero 

v%R*Sm6 = Q 

Implied in the equation for vorticity is that the vorticity at the 
symmetry axis must be zero. u*/R*Smd on the other hand, 
may be finite. The axis of the pipe containing parallel flow is a 
familiar example. The shear stress, which is proportional to 
the vorticity, is proportional to the distance from the axis 
[14]. 

At the symmetry axis, we assume a quadratic expression for 
the vorticity [14] 

o>*=A(R*Smd)+B(R*Sme)2 (11) 

where A and B are functions of R* and 0. Using the values of 
the nearest two nodes of the symmetry axis, the following 
expression is obtained for the w*/R*Smd variable along the 
symmetry axis 

R*Sind R*Sind 

R*Sind R*Sind 

/?*Sin0l,-.R*Sin0l, 
^*S in0 l , 

(12) 

where the subscripts 2 and 3 represent the nodes nearest the 
symmetry axis for any/?* value. 

The Far Field. The necessity to limit the size of the 
solution domain requires that a pseudoboundary be defined at 
a finite distance from the sphere surface. In this regard, a 
concentric spherical far field boundary is considered for the 
analysis. Any realistic model must allow for fluid to cross the 
pseudoboundary. It is assumed that the velocity component in 
the angular direction t>*, along the pseudoboundary is 
negligible, implying that in the far field 

dR* dR* 
= 0 (13) 

For the rotational components of the velocity, dv%/dR* = 0 
can be assumed if the pseudoboundary is sufficiently far away 
from the sphere surface. The temperature of the fluid drawn 
into the flow field is the same as that of the ambient fluid. 
However a generalization along an entire outer boundary 
cannot be made since the temperature distribution along the 
section of the boundary where the plume crosses is not known 
a priori. It is assumed that the temperature gradient normal to 
the pseudoboundary is zero, implying that the heat carrying 
action of the fluid is done purely by convection rather than by 
conduction in the far field, i.e., 

dT* 

dR* 
= 0 (14) 

From the foregoing expressions, the appropriate boundary 
conditions for the u>*/R*Smd and vlR*Sind variables can be 
easily derived. The ratio RK/D was varied between 1 and 15 
for the cases studied, smaller values of the ratio were used for 
increasing values of the Grashof and/or Reynolds numbers. 

From the distribution of the temperature, the heat transfer 
characteristics can be calculated. The local Nusselt number at 
the sphere surface is given by 

dT* 
Nu„ = dR* 

and the average Nusselt number is given by 

1 
Nu = •r 

, Jo 

Nu„Sin0rf0 

(15) 

(16) 

Numerical Solution 

The governing equations (1, 2) and (5, 6) can be expressed 
in a generalized form following Gosman et al. [14]. The above 
equations are transformed into difference equations by using 
a finite difference method. Instead of using standard Taylor 
series expressions, the finite difference equations are obtained 
by integration over finite cells. For the convective terms, the 
upwind difference scheme is introduced. The resulting dif
ference equations are solved by a point iteration method. The 
iteration process is terminated when values of the dependent 
variables at each grid point satisfy the following convergence 
criterion 

- i i 

max 
smE 

< 0.0001 

where £ stands for any dependent variable \j/*, w*, v%, or T*. 
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Fig. 2 Streamlines W*) and isotherms (T*) for Gr = 1.39 x 104, Re 
0.0 and Pr = 0.721 
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Fig. 3 Local Nusselt number distribution for various Grashof numbers 
(Re = 0.0) 

Also an energy balance was performed before the iteration 
scheme is terminated. For all cases reported here, the energy 
balance was satisfied within 5 percent or better between the 
sphere wall and the outside boundary. 

A 41 x 51 (R X J) grid was found adequate for the 
computations. Both uniform and variable spacing grid was 
considered in the i?-direction. Only uniform grid was em
ployed in the 0-direction. For the higher Grashof and 
Reynolds number flows, denser grid spacing was used near the 
sphere wall due to the sharp gradients of the dependent 
variables at that region. The maximum ratio of the maximum 
to minimum grid spacing used, in the computational domain 
was equal to 8. Since smaller computational domains were 
considered at higher Grashof and/or Reynolds numbers, the 

same grid size (41 x 51) was sufficient to provide desired grid 
densities. 

Results and Discussion 

Solutions were first obtained for a stationary (Re = 0) 
sphere for Grashof number ranging from 1.39 to 1.39 x 105. 
The properties of air (Pr = 0.721) were used for all the results 
presented. Constant property values were used, though the 
numerical method can also handle variable thermophysical 
properties. For low Grashof numbers (<1 .39x l0 3 ) the 
boundary layer is thick and the ratio of the pseudoboundary 
radius to the sphere diameter was set to > 7.5. With in
creasing Grashof numbers, as the boundary layer thins, 
smaller ratios were used for the calculations. 

Figure 2 represents the streamlines and isotherms for the 
natural convection flows around a sphere, the Grashof 
number being 1.39 xlO 4 . At this moderately large Grashof 
number, a boundary layer forms around the sphere. The 
assumptions of negligible curvature effect is not valid at this 
Grashof number, so the solution to the boundary layer 
equations only, does not give valid results here. The majority 
of the flow approaches the sphere from the side as opposed to 
the bottom at moderate and high Grashof numbers. Similar 
observations were also made for flows around heated 
cylinders by Kuehn and Goldstein [15] and Farouk and Guceri 
[16]. The ratio of the pseudoboundary radius to the sphere 
diameter for the aforementioned Grashof number of 
1.39 X 104 was considered to be 3.75. This allowed for denser 
grids near the sphere surface. The variation of the local 
Nusselt numbers with the angle 6 for different Grashof 
numbers is shown in Fig. 3. It is seen that as the Grashof 
number increases, the Nusselt number of the upstream region 
increases, while the Nusselt number over the downstream 
(plume) region remains about the same. The local heat 
transfer rates are found to decrease rapidly past the angular 
location of 0=110 deg, especially for the larger Grashof 
numbers. In the past, theoretical investigation on natural 
convection around spheres was mainly centered upon the 
boundary layer equations and approximate solutions based on 
integral method [5,6]. Chiang et al. [5] pointed out that their 
solution is of questionable validity beyond this region 
(d> 110°), because the thin boundary layer assumption is no 
longer valid. For very low Grashof numbers, the local heat 
transfer characteristics are fairly uniform and tend towards 
the pure conduction solution (shown by the dashed line in Fig. 
3). 

Recently Churchill [17] has developed correlating equations 
for the local and mean Nusselt number for free convection 
from an isothermal sphere as a function of the Grashof and 
Prandtl numbers. These expressions are based primarily on 
theoretical solutions for limiting cases, and hence are 
presumed to be more reliable than purely empirical 
correlations. For the boundary layer regime, taking the 
curvature and finite thickness of boundary layer, Churchill 
[17] proposed 

NuN(0) = 2 + 
O.765[l-O.O720]Gr1/4Pr> 

0.4319 / 1 6 "1 4 / 9 
r r 0.4319/161 Hid J 

(17) 

Local Nusselt number values from the aforementioned 
correlations for Grashof numbers of 1.39 x 105 and 1.39 x 104 

are also shown in Fig. 3. The agreement of the present results 
with those given by [17] is good. 

Figure 4 shows the variation of the computed average 
Nusselt number with Grashof number. In this figure, the 
correlation presented by Yuge [3] is also shown, which is given 
by 

434/Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



12 

10 

I 3 

— Yuge [ 3 ] 

• Present method 
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Log (1.39 x Gr) 
Fig. 4 Mean Nusselt number as a function of the Grashof number (Re 
= 0.0) 

-1.6 
Fig. 5 Streamline W ) and isotherms (T*) for Re : 
Pr = 0.721 

1173, Gr = 0.0, and 

NuN = 2 + 0.392 Gr0-25 for KGr<10 5 (18) 
The agreement seems to be excellent at the midrange of the 
Grashof numbers considered, and reasonably good at the 
lower and upper ends. An attempt to develop a correlating 
equation with the present results produced an expression very 
similar to this equation. 

Solutions were then obtained for an isothermal rotating 
sphere immersed in an infinite medium. Buoyancy effects 
were not considered initially and the Grashof number was set 
equal to zero (Gr/Re2=0). Solutions were obtained for the 
rotational Reynolds number varying from 10 to 9508. As for 
the natural convection case, the ratio of the pseudoboundary 
radius to the sphere diameter was decreased gradually with 

Fig. 6(a) Azimuthal velocity (vj) distribution for Re = 360, Gr = 0.0, 
and Pr = 0.721 

Fig. 6(b) Azimuthal velocity (vi) distribution for Re = 1173, Gr = 0.0, 
and Pr = 0.721 

Fig. 6(c) Azimuthal velocity (vj) distribution for Re = 3138, Gr 
and Pr = 0.721 

0.0, 

increasing Reynolds numbers due to the formation of thin 
boundary layers. 

Figure 5 shows the isotherms and streamlines for Re = 1173. 
The streamline patterns clearly show that the rotating sphere 
acts like a centrifugal fan. The inward flow near the two poles 
is carried by the fanlike motion of the upper and lower halves 
of the sphere toward the equator, where the two streams meet 
head on and then discharge into the ambient. Howarth [8] has 
shown in detail that the boundary layer equations for a 
rotating sphere degenerate in the vicinity of the poles. The 
streamlines shown in Fig. 5 only give information about vg* 
and vR* components of velocity. The azimuthal velocity v^* 
distributions for the rotating sphere problem are shown in 
Figs. 6(a), 6(b), and 6(c). The rotational Reynolds numbers 
are 360, 1173, and 3138, respectively, in the figures. In each 
case Gr/Re2 was set equal to zero. The results of these flow 
studies serve to explain the overall convection characteristics 
of rotating spheres. 

Figure 7 shows the azimuthal velocity (y /̂O.SDOSinS) as a 
function of distance from the surface of the sphere at 30 deg 
latitude at a Reynolds number of 5250 and Gr = 0.0. To 
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Fig. 7 Comparison of experimental, theoretical, and numerical 
azimuthal velocity distribution for a rotating sphere at latitude of 30 
deg, Re = 5250, Gr = 0.0, and Pr = 0.721 

Fig. 8 Streamlines (ip*) and isothei 
flow, Gr/Re2 = 0.01, Gr = 1.39 x 10 

erms (T*) for the mixed convective 
I4 , Re = 363, Pr = 0.721 

construct this figure, it was necessary to determine first the 
boundary layer thickness along a meridian 5(d). This was done 
by defining the boundary layer thickness as that distance from 
the surface of the sphere at which the velocity component v^ 
decrease to 2 percent of the rotational speed (O.5DQSin0) of 
the sphere surface and measuring the distance at which this 
condition obtained. Also shown in Fig. 7 are profiles 
predicted by Howarth [8] and experimental values obtained 
by Kreith et al. [13]. There is closed agreement between the 
numerical results and the velocity profile predicted by 
Howarth's solution near the sphere surface, which was bb-

132.0 

25.45 

Fig. 9 Streamlines (^*) and isotherms (T*) for the mixed convective 
flow, Gr/Re2 = 0.01, Gr = 1.39 x 104, Re = 1173, Pr = 0.721 

tained by an expansion about the pole. Howarth's solution 
breaks down near 0 = 90 deg and needs an estimate of the 
boundary layer thickness for comparisons. The numerical 
results agree well with the experimental values of Kreith et al. 
[17] near the edges of the boundary layer. 

As is evident from Fig. 5, the local heat transfer is highest 
near the two poles for the forced convection case and reaches 
a minimum near the equator. The mean Nusselt number 
predictions agreed well with the correlation suggested by 
Kreith et al. [13], though the experiments performed by the 
above authors were for a higher Reynolds number range (for 
Pr = 0.721). The empirical relations obtained in [13] are given 

Nuf. = 0.43Re°-5Pr° 

Gr<0.1Re2 

R e < 5 x l 0 4 

0.7<Pr<217 

(19) 

(The lower limit of Reynolds number for the above ex
pression, however is not specified in [13]). 

Gr<0.1Re2 

and Nu^ = 0.066Re067 Pr 0 4 5x 104 < R e < 7 x 105 (20) 

0 . 7 < P r < 7 

It is to be noted that the foregoing correlations are only 
valid for Gr/Re2 < 0.1, and the Grashof number does not 
appear in the correlations. At Reynolds number below 5 x 104 

the flow induced by a sphere rotating in infinite environment 
is laminar except for a small region in the vicinity of the 
equator where the boundary layers from the two halves of the 
sphere meet [13]. 

The mean Nusselt number predictions obtained in this study 
for forced convection agreed well with the expression given by 
equation (19). For smaller Reynolds numbers, the present 
results deviate from the given correlation (as shown later). 
The following correlation was developed for mean Nusselt 
number predictions for the present calculations: 

NuF = 2 + 0.175Re° Gr = 0.0 

10<Re<10 4 

Pr = 0.721 

(21) 

Results are next presented for the mixed convection 
problems where the interaction of the buoyancy and cen
trifugal forces are studied. Gr/Re2 was varied from oc to 0.01 
and the Grashof number range studied in this case was from 
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Fig. 10(a) Azimuthal velocity (vl) distribution for the mixed convective 
flow, Gr/Re2 = 0.1, Gr = 1.39 x 104, Re = 363, Pr = 0.721 

0.15 
0.2 

Fig. 10(b) Azimuthal velocity (vj) distribution for the mixed convective 
flow, Gr/Re2 = 0.01, Gr = 1.39 x 104,Re = 1173, Pr = 0.721 

1.39 X103 to 1.39 x 105. Figure 8 displays the streamlines 
and isotherms for the mixed convection flow where Gr = 
1.39X104 and Gr/Re2 = 0.1. The effect of buoyancy is 
prominent as can be seen by the streamline and isotherm 
patterns. Comparing with Fig. 2, the thermal plume is slightly 
wider in the mixed convection case, compared to the pure 
natural convection case. Figure 9 shows the streamlines and 
isotherms for the mixed convective flow where Gr = 
1.39X104 and Gr/Re2 = 0.01. The flow patterns and the 
temperature field undergo a remarkable change from the 
earlier cases and the effect of rotation and buoyancy are both 
evident. Due to the high rotational Reynolds number, the near 
field is strongly dominated by the centrifugal effects. 
However, buoyancy effects dominate, away from the sphere, 
where an upward plume forms and the flow field becomes 
distorted. Though the changes in the far field for temperature 
and velocity are remarkable, the heat transfer characteristics 
arenot affected as much in this case. 

Figures 10(a) and 10(6) show the azimuthal velocity 
distributions for the cases presented in Figs. 8 and 9, 
respectively. For high Gr/Re2, the upward diffusion of vt* 
component is significant. As can be seen in Fig. 10(6), the 

Gr/Re '=0.01 

, Gr/Re2=0.02 

, Gr/RaJ=0.04 

J , Gr/Re2= 0.1 

Nu (6) 

180 

Angle ( 9 ) 
Fig. 11 Local Nusselt number distribution for mixed convection flows: 
Gr = 1.39 x 103,Pr = 0.721 

Present method 
Krelth et al. [13] 

- - -Equat ion (19) 

2 
10 • 

—7 ^ * 
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Fig. 12 Mean Nusselt number distribution for mixed flows as a func
tion of rotational Reynolds number 

rotation dominates at Gr/Re2 = 0.01, and there is slight 
upward diffusion of v$* at the far field only. 

Figure ] 1 gives the local Nusselt number predictions for the 
mixed convective flows where Gr = 1.39 x 103. At Gr/Re2 = 
0.1, the local Nusselt number distribution is similar to that for 
the pure natural convection (Gr/Re2 = oo). The local heat 
transfer, however, increases at the poles and decreases near 
the equator due to rotation as compard to the pure natural 
convection case. For higher rotational Reynolds numbers, the 
local Nusselt number distribution significantly deviates from 
the pure natural convection case. The heat transfer peaks at 
the poles and reaches a minima near the equator - typical of 
the forced flow characteristics around a sphere. Several cases 
with varying Gr/Re2 are presented in the Fig. 11 to show the 
transition between the forced- and free-convection limits. 

The mean Nusselt numbers of all the cases studied are 
presented in Fig. 12. Experimental results of Krcith et al. [13] 
are also shown in the this figure, albeit for higher Reynolds 
numbers. No cases above Gr = 1.39 x 105 were studied as the 
flow is known to become turbulent beyond that value [6], even 
when there is no rotation. For Gr/Re2 >0.5, it was observed 
that the effect of rotation has almost no effect on the heat 
transfer and flow characteristics for all Grashof numbers 
studied. The effect of the buoyancy is insignificant when 
Gr/Re2 <0.01 as far as the overall heat transfer charac
teristics are concerned. As has been shown in the study the 
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Fig. 13 Comparison of computed mixed convective flow Nusseit 
number with correlation given by Churchill [18] 

flow and temperature field away from the sphere surface is 
still affected by buoyancy at the low Gr/Re2 ratios. 

Finally, an asymptotic formulation for correlating the 
mixed convection heat transfer results, following Churchill 
[18], is applied for the results obtained. Following Churchill, 
for the mixed convective flows, the overall Nusseit number 
can be represented by 

r ^ = N ^ + Nu£ (22) 

with n = 3. 
Equations (18) and (21) are used as the asymptotes for 

natural and forced convection for the present range of the 
numerical solutions. As illustrated in Fig. 13, the present 
results agree reasonably well with equation (22) and justifies 
the use of n = 3 as a good first-order correlation for most cases 
of mixed convection. 

Conclusions 
Solutions to the Navier-Stokes and energy equations have 

been obtained for mixed convection heat transfer from an 
isothermal sphere over a large range of Gr/Re2 ratio. Results 
were obtained in the laminar range where Grashof number 
varied from 1.39 to 1.39xl05 and Reynolds number range 
covered was from zero to approximately 104. The results give 
interesting details of the heat transfer characteristics and the 
flow patterns for a wide range of Gr/Re2. Solutions to the 
laminar boundary-layer equations will not give acceptable 
results even at moderate values of either the Grashof or the 
Reynolds number because curvature effects are always present 
and boundary layer approximations become invalid near the 
poles. 

The shortcoming of the present method is the approximate 
boundary conditions at the far field and consideration of a 
finite outer boundary. A sensitivity study was undertaken to 
determine the sensitivity of the results on the choice of the 
outer boundary radius to sphere diameter ratio. In particular, 
for the results presented in Fig. 8, the ratio was varied by ± 20 
percent from the chosen value of 3.75. Slight variations of the 
results in the far field were observed, whereas heat transfer 
predictions were essentially unchanged. 
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Transient Heat Flux Measurements 
in a Divided-Chamber Diesel 
Engine 
Transient surface heat flux measurements were performed at several locations on 
the cylinder head of a divided-chamber diesel engine. The local heat flux histories 
were found to be significantly different. These differences are attributed to the 
spatial nonuniformity of the fluid motion and combustion. Both local time-
averaged and local peak heat fluxes decreased with decreasing speed and load. 
Retarding the combustion timing beyond TDC decreased the peak heat flux in the 
antechamber but increased the peak heat flux in the main chamber. This is at
tributed to the relative increase in the portion of fuel that burns in the main chamber 
with retarded combustion timing. 

Introduction 

Despite a relatively large number of studies dealing with 
transient heat transfer in open-chamber diesel engines [1-7], 
corresponding investigations in divided-chamber diesel 
engines have been very few [8-10]. Of these, Knight [8] 
presented very limited data, and Hassan [9] investigated only 
motored conditions in an experimental, low-compression 
ratio, divided-chamber engine with spherical antechamber 
geometry. Kamel [10] (see also Kamel and Watson [11]), on 
the other hand, performed a detailed study of transient heat 
transfer in a high-swirl, divided-chamber engine. Heat flux 
measurements were made at a location in the antechamber 
(hot plug) and at a location in the main chamber. The engine 
variables examined were engine speed (1320 to 2800 r/min), 
load (100 and 40 percent) and injection timing (2°, 7°, and 
12° BTDC). 

The objectives of this investigation were twofold: first, to 
obtain time-resolved, surface heat flux measurements at 
several locations on the cylinder head of a divided-chamber 
diesel engine, and second, to examine the influence of the 
principal operational parameters of the engine on the local 
heat flux histories. 

Apparatus and Procedure 

Engine. The heat flux measurements were performed in a 
0.72-L experimental, single-cylinder, divided-chamber diesel 
engine. The characteristic dimensions of the engine are given 
in Table 1. The cylinder head was specially designed to allow 
the introduction of four heat flux probes and two pressure 
transducers. Two of the probes, designated as TM1 and TM2, 
were located in the main chamber, and the other two probes, 
designated as TS1 and TS2, were located in the antechamber. 
The locations of the probes relative to the valves, cylinder, 
and antechamber are shown in Fig. 1. Of the two main-
chamber probes, TM1 was located between the valves and in 
line with the antechamber passage, and TM2 was located near 
the periphery of the cylinder and to the side of the throat. 
Both of the antechamber probes, TS1 and TS2, were located 
in the upper half of the antechamber. Probe TS1 was in the 
plane containing the fuel injector and the centerline of the 
connecting passage (see section AA, Fig. 1). The location TS2 
was used for limited tests only. 

Heat Flux Probes. The heat flux probes were fast-
response, surface thermocouples of the Bendersky type [12] 

Table 1 Engine description 

Bore, mm 
Stroke, mm 
Connecting rod length, mm 
Displacement, L 
Antechamber volume, L 
Compression ratio 
Intake valve opens, CA deg 
Intake valve closes, CA deg 
Exhaust valve opens, CA deg 
Exhaust valve closes, CA deg 

103.0 
85.6 
223.5 
0.718 
0.0147 
19.2:1 
6BTC 
38 ABC 
64 BBC 
17ATC 

SECTION A A 

Fig. 1 Locations of heat flux probes on the cylinder head 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 6, 
1984. 

with a second thermocouple placed at a nominal distance of 
13 mm from the tip of the probe. The probe bodies were 
manufactured from the same material used in making the 
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Table 2 Baseline conditions 

Engine speed, r/min 
Fuel-air ratio 
Start of combustion 
Intake-air temperature, °C 
Coolant temperature, °C 
Intake-air manifold pressure 
Oil temperature, °C 
Fuel temperature at pump, "C 

1000 
0.022 
TDC 
35 
82 
ambient 
82 
35 

cylinder head. The diameter of the tip of the probe was 6.4 
mm. The surface thermocouples have a response time of the 
order of 1 to 10 fxs. The second thermocouple ("in-depth" 
thermocouple) was used to measure the time-averaged 
component of heat flux qw which is given by the following 
expression 

Q, 
K 

ns)] (i) 

where K is the thermal conductivity of the probe material, <5 is 
the distance of the "in-depth" thermocouple from the surface 
of the probe, and 7(0) and T(S) are the time-averaged tem
peratures at the surface (x = 0) and at a distance x = 8 from 
the surface. 

The heat flux probes were calibrated in a separate 
calibration rig which consisted of a water-cooled, high-
intensity radiation source (36 kW), a reference heat flux 
sensor (Hy-Cal asymptotic water-cooled calorimeter), and a 
holder where the heat flux probe to be calibrated is mounted. 
The mounting of the heat flux probes in the holder was 
identical to the mounting of the probes in the cylinder head. 
The magnitude of the incident radiant heat flux to the probe 
was measured by the calorimeter. The surface absorptivity of 
the calorimeter (a = 0.89) was assumed to be approximately 
equal to the surface absorptivity of the heat flux probes whose 
surfaces were blackened by exposing them to the combustion 
gases of the engine chamber. Based on this assumption, no 
corrections for reradiation and reflection of radiation were 
made. 

The calibration procedure consisted of exposing the heat 
flux probes to known, steady-state levels of radiant heat flux 
and measuring the corresponding temperature difference 
[T(0)-T(8)]. With this procedure the quotient K/S is 
evaluated, since neither the thermal conductivity of the probe 
material A" nor the distance of the "in-depth" thermocouple is 
precisely known. 

Measurements. At each operating condition, after the 
engine was completely warmed and operating at steady state, 
the temporal variations of pressure in the main chamber and 
surface temperatures at three locations on the cylinder head 
(mostly at locations TM1, TM2 and TSl) were recorded for 
100 consecutive cycles. From the transient surface-
temperature measurements and the corresponding tem
peratures of the "in-depth" thermocouples, the variation of 
heat flux during the engine cycle was calculated at each 
location. 

Tests were performed for a wide range of engine speed 
(1000 to 3000 r/min), fuel-air ratio (0 to 0.040), and start of 
combustion (TDC to 10° ATDC) using No. 2 diesel fuel. The 
start of combustion was determined using a flame-luminosity 
probe located in the glow-plug position. The baseline con
ditions are shown in Table 2. 

Results and Discussion 

Surface-Temperature Measurements. Figures 2 and 3 show 
the temporal variations of the surface temperatures at TM1' 

The designations of the location of the probe, the probe itself, and the 
temperature at that location are identical. 

500 

475 

i 450 

425 

400 

375 

F/A = 0.040 • 
F/A = 0.022 • 
F/A = 0.015 • 
F/A = 0.000 -

LOCATION: TM1 

N = 1000 r/min 

TDC 

300 320 340 360 380 400 420 440 480 
Crank Angle-Degrees 

Fig. 2 Temporal variations of the surface temperature at TM1 for 
various loads and an engine speed of 1000 r/min 
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Fig. 3 Temporal variations of the surface temperature at TS1 for 
various loads and an engine speed of 1000 r/min 

and TSl, respectively, for different fuel-air ratios and an 
engine speed of 1000 r/min during the time interval in the 
compression and expansion strokes of 60° BTDC (300° CA) 
to 100° ATDC (460° CA). As demonstrated in both figures, 
increasing the fuel-air ratio increased the overall surface 
temperature level and increased the temperature swing. At 
full load, the temperature swing during the engine cycle was 
about 10°C. An interesting point shown in Figs. 2 and 3 is 
that the peaks in the surface temperatures at locations TM1 
and TSl occurred later in the cycle as the fuel-air ratio was 
increased. This indicates that the combustion schedule of the 
fuel is retarded with increasing fueling rate. One should be 
reminded that the start of combustion (combustion timing), 
unless otherwise stated, was kept fixed at TDC. 
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Fig. 4 Temporal variations of the surface temperature at TM1 for 
various engine speeds and a fuel-air ratio of 0.022 
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Fig. 5. Temporal variations of the surface temperature at TS1 for 
various engine speeds and a fuel-air ratio of 0.022 

The temporal variations of surface temperatures at TM1 
and TS1 for different engine speeds and a fuel-air ratio of 
0.022 are shown in Figs. 4 and 5, respectively. Increasing 
engine speed increased the surface-temperature level. The 
temperature swing appears to be weakly influenced by engine 
speed. 

Surface Heat Flux Measurements. In reciprocating internal 
combustion engines the combustion-chamber surface heat 
flux may be represented by two components: the steady-state 
or time-averaged component, which can be evaluated from 
time-averaged temperature measurements at two known 
positions within the walls of the combustion chamber (e.g., 
see equation (1)), and the unsteady component, which can be 
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Fig. 6 Comparison of heat flux histories at TM1, TM2 and TS1 at 
motored conditions and an engine speed of 1000 r/min 

evaluated from the measured cyclic surface-temperature 
variation. 

The method of calculating the unsteady heat flux from 
transient surface-temperature measurements has been 
described in several studies [13-15]. Briefly, the measured 
cyclic surface-temperature variation is represented by a 
Fourier series of sine and cosine terms. The surface heat flux 
is then derived from the solution of the one-dimensional, 
unsteady heat-conduction problem with a time-varying 
surface temperature described by the foregoing harmonic 
analysis. 

The method of calculating heat flux from temperature 
measurements (this includes the steady and unsteady com
ponents) assumes that the flow of heat in the combustion-
chamber walls is one-dimensional. In general, this is not true 
in engines [16]. However, the use of air gaps around the heat 
flux probes causes the flow of heat through the probes to be 
approximately one dimensional. Other errors associated with 
the measurement of heat flux in engines were discussed in 
[17]. 

A comparison of the temporal variations of the local heat 
fluxes at TM1, TM2, and TS1 for motored conditions and for 
an engine speed of 1000 r/min is shown in Fig. 6. The local 
heat fluxes peaked near TDC. Because of the high swirl flows 
present in the antechamber, the highest peak heat flux was 
measured at TS1, followed by the heat fluxes at TM1 and 
TM2. The observed spatial variations of the surface heat flux 
are primarily attributed to differences in the flow field in the 
vicinity of the measurements. 

The influence of engine speed on the local heat flux history 
of TS1 is shown in Fig. 7 for motored conditions. Increasing 
the engine speed increased the characteristic velocity in the 
cylinder, which increased the convective coefficient and 
consequently the surface heat flux. 

Comparison of the heat flux data for motored conditions 
obtained in this study with the corresponding data obtained 
by Kamel and Watson [11] showed that their magnitudes of 
the peak heat fluxes were higher by a factor of 2 to 4. This 
large difference in the measured heat flux level is primarily 
due to the difference in the magnitudes of the air velocities in 
the two combustion chambers and the difference in the 
locations of measurement of the two studies. The engine used 
by Kamel and Watson [11] had a Ricardo-Comet an-
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Fig. 7 The influence of engine speed on the heat flux history at TS1 
(motored conditions) 
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Fig. 9 Heat flux histories at TS1 for various engine speeds and a 
fuel-air ratio of 0.022 
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Fig. 8 Comparison of the heat flux histories at TM1, TM2 and TS1 for 
fuel-air ratio of 0.040 and an engine speed of 1000 r/min 

techamber that has a reported swirl ratio (angular velocity of 
air/angular speed of the engine crankshaft) of 20 to 70 [18, 
19] with a more typical value of 40. In contrast, the engine 
used in the present study had a low-to-moderate swirl an
techamber with swirl ratio of 10 to 20 [20, 21], 

Comparison of the heat flux histories at TMl, TM2, and 
TSl for an engine speed of 1000 r/min and fuel-air ratio of 
0.040 is shown in Fig. 8, respectively. As is apparent, the heat 
flux histories at fired conditions are characterized by double-
peak variations. The first peak, which in general is lower in 
magnitude, occurs near TDC (360° CA) and is due to com
pression (compression peak). The second peak, which occurs 
later in the cycle and is strongly dependent on location, is 
caused by combustion. In agreement with the heat flux 
measurements for motored conditions (e.g., see Fig. 6), the 

300 320 340 360 380 400 420 440 460 
Crank Angle-Degrees 

Fig. 10 Heat flux histories at TM1 for various engine speeds and a 
fuel-air ratio of 0.022 

peak heat flux due to compression was highest at TSl, 
followed by TMl and TM2. On the other hand, in the case of 
the peak heat flux due to combustion, the highest heat flux 
was at TMl, followed by TSl and TM2. Furthermore, in 
contrast to locations TSl and TM2, the peak heat flux due to 
combustion at TMl is several times larger than the 
corresponding peak heat flux due to compression. 

It is apparent from Fig. 8 that combustion affects the local 
surface heat flux histories significantly. The greatest influence 
of combustion is exhibited at TMl because this location 
experiences the convective heating action of the hot com
bustion gases entering the main chamber from the an
techamber during expansion. In relation to this, it is very 
interesting that the start of the second peak at location TMl is 
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Fig. 11 The influence of combustion timing on the heat flux histories 
atTS1(F/A = 0.022, N = 1000r/min) 
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Fig. 12 The influence of combustion timing on the heat flux histories 
atTM1(F//l = 0.022, N = 1000r/min) 

well defined and occurs at about 20° CA ATDC. Thus one 
may conclude that TMl senses the combustion gases entering 
the main chamber at about 20° CA ATDC. This has also been 
verified by luminosity measurements at the same location. 

The effects of engine speed on the heat flux histories at 
locations TSl and TMl are shown in Figs. 9 and 10, 
respectively. All tests were run at a fuel-air ratio of 0.022 and 
the start of combustion at TDC. Increasing the engine speed 
significantly increased the heat flux levels at the two locations. 
However, the interval of high heat flux, expressed in crank-
angle degrees, appears to remain roughly constant. This 
suggests that the duration of combustion scales roughly in
versely with engine speed. 

A most interesting feature exhibited by the heat flux 
histories at TMl is that the start of the second heat-flux peak 
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Fig. 13 The influence of combustion timing on the heat flux histories 
atTM2 (F/A = 0.022, N = 1000r/min) 

and the initial stage of the rise in the heat flux due to com
bustion is independent of engine speed. This may suggest that 
the initial stage of outflow of gases from the antechamber is 
not significantly affected by engine speed. 

Figures 11-13 show the influence of combustion timing on 
the heat flux histories at locations TSl, TMl, and TM2. All 
tests were performed at an engine speed of 1000 r/min and a 
fuel-air ratio of 0.022. Retarding the combustion timing 
ATDC significantly decreased the peak heat flux due to 
combustion at location TSl. Retarding the combustion timing 
after TDC causes reductions in gas pressure and combustion 
temperature, which reduce the rate of heat transfer. The heat 
flux history at location TMl in the main chamber is not 
significantly affected by combustion timing, even though 
retarding the combustion timing decreased the peak heat flux 
due to combustion and retarded the heat-flux history due to 
combustion experienced by TMl. 

In contrast to the results at TMl, the peak heat flux due to 
combustion at TM2, the other main-chamber location, in
creased significantly with retarded combustion timing. The 
observed different behaviors of the heat flux histories at 
locations TSl and TM2 with combustion timing suggest that 
as the combustion timing is retarded, a proportionally larger 
amount of unburned fuel enters the main chamber, where it 
mixes and burns. The increase in the amount of fuel that 
burns in the main chamber causes the observed increase in the 
surface heat flux with retarded combustion timing. 

Conclusions 

Transient surface heat flux measurements were performed 
at several locations on the cylinder head of a single-cylinder, 
divided-chamber diesel engine. The operational parameters of 
the engine examined and their ranges were: engine speed (1000 
to 3000 r/min), fuel/air ratio (0 to 0.040), and combustion 
timing (TDC to 10° ATDC). Based on the results of this 
investigation, the following conclusions were reached: 

1 The time histories of the local heat fluxes were 
significantly different at the three locations of measurement. 
These differences are attributed to the spatial nonuniformity 
of the fluid motion and combustion. 

2 For motored conditions, due to the high swirl flows 
present, the highest heat flux was measured in the an
techamber. 

3 For fired conditions, the highest heat flux levels were 
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measured at the location in the main chamber between the 
valves and in line with the throat of the antechamber. These 
high heat fluxes were attributed to the convective action of the 
high-temperature combustion gases exiting the antechamber 
during the early stages of the expansion stroke. 

4 Both local time-averaged and local peak heat fluxes 
decreased with decreasing speed and load. Retarding the 
combustion timing beyond TDC decreased the peak heat flux 
in the antechamber but increased the peak heat flux in the 
main chamber. This is attributed to the relative increase in the 
portion of fuel that burns in the main chamber with retarded 
combustion timing. 

In closing, one should be cautioned that, because of the 
extreme difficulties associated with the estimation of errors in 
the measurement of surface heat flux in the combustion 
chamber of a diesel engine, no error analysis of the heat flux 
measurements presented in this study was performed. 
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Application of the Total 
Transmittance Nonhomogeneous 
Radiation Model to Methane 
Combustion 
The total transmittance nonhomogeneous model (TTNH) is about 500 times faster 
than narrow-band models, and it is usually within 10 percent of the more accurate 
computation. The purpose of this article is to extend the TTNH model to include 
CH4 and CO as well as C02 and H20, and to include interaction with a black 
boundary where previously the model had been limited to transparent boundaries. 
Several realistic combustion examples are presented in which the radiant intensity 
from a hot, black wall interacts with a nonisothermal volume containing variable 
concentrations ofC02, H20, CH4, CO, and soot. The calculations indicate that the 
TTNH model can be reliably applied to nonhomogeneous combustion en
vironments containing methane and that the presence of a radiating boundary poses 
no computational difficulty. 

Introduction 

Almost all engineering heat transfer problems possess to a 
certain extent the effect of thermal radiation, and for many 
cases this effect may introduce a significant error if it is not 
taken into account properly. This is particularly true under 
the high-temperature conditions that usually occur in systems 
such as furnaces, fires, and gas turbine combustors where 
radiation can be the dominant mode of heat transfer. 

Most of the solution techniques dealing with radiation 
require simplifying assumptions. The most common 
assumptions are grayness, homogeneity, or both. The 
grayness assumption is unrealistic in methane combustion 
where, under equilibrium adiabatic conditions, the con
centrations of H20, C02 , and CO in a stoichiometric mixture 
may be as much as 25, 10, and 10 mole percent, respectively. 
The radiation from these species, as well as from CH4 and 
fuel fragments if incomplete burning occurs, is known to 
exhibit a strong spectral dependence. Only in heavy soot 
environments does it appear that the gases can be treated as 
gray [1,2], in which case a closed form solution of the energy 
equation is attainable [3]. 

Homogeneity in temperature and composition characterize 
the well-stirred furnace model. This model yields satisfactory 
results for industrial furnaces [4] in which there is sufficient 
movement of the oxidizer and the fuel so that the temperature 
and concentration distributions can be approximated by 
single values. The usefulness of the model lies in the allowance 
of the application of the total emittance charts introduced by 
Hottel [5]; this is convenient in engineering calculations. The 
satisfactoriness of this assumption is also indicated in some 
fire situations, as discussed by Modak [6]. 

It is clear that solutions involving such restrictions can only 
cover a narrow range of the whole spectrum of practical 
situations. The desirability of a more general treatment is 
apparent in solving more realistic thermal radiation problems. 
To accomplish this goal, a complete specification of the 
spectral-dependent properties is necessary, such as through 
narrow-band radiation models. When this information is 
available, these models are most useful as a basis for com
parison with other simplified models. 

The problem of radiative transfer to real gases has been 
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studied in detail, and various simplified models have been 
developed by numerous authors [e.g., 7-10]. One of these is 
the total transmittance nonhomogeneous model of 
Grosshandler, TTNH. He has demonstrated the applicability 
of the model to nonisothermal combustion gases containing 
H20, C02 , and soot; the results from his work compared well 
to the narrow-band model [9, 10]. 

While the TTNH model has proven useful in a wide variety 
of combustion situations, it needs to be expanded to gas 
mixtures other than C02 and H20. In this paper, CH4 and 
CO are added to the model. The required total transmittance 
data are generated through the program ABSORB [11], which 
has been expanded to include CO and CH4 using the narrow
band computer code, RADCAL [10]. Additionally, the 
narrow-band program has been extended to encompass the 10 
and 15 ftm bands of C02 and the 20 /xm band of H20. It is 
shown here that with these additions, general agreement can 
be achieved with published values of total transmittance for 
C0 2 andH 2 0. 

The combustion configurations analyzed with the TTNH 
model in previous papers [2, 10, 12] were confined to 
nonradiating boundaries (free jets, cold nonreflecting walls). 
The effect of a hot, black wall transmitting through 
nonisothermal mixtures of C02, H20, CO, CH4, and soot is 
examined here under a variety of operating conditions. 

Background on Narrow-Band Model 

The following discussion is restricted to the major com
bustion products formed from the burning of methane. These 
gaseous species (H20, C02, CO, and CH4) have strong 
absorption regions as a result of vibrational transitions 
simultaneously occurring with thousands of rotational 
transitions, forming vibration-rotation bands in the infrared 
spectrum [13]. Those bands considered here are 1.1, 1.4, 1.9, 
2.7, 6.3, and 20 /xm (H20); 2.0, 2.7, 4.3, 10, and 15 /un 
(C02); 3.3 and 7.6 pm (CH4); and 4.7 pm (CO). 

The spectral absorption coefficient kx quantitatively 
describes the interaction of the radiation field with matter. It 
isji_ simple function of the mean line intensity to spacing ratio 
S/d and the inverse of mean line spacing 1/rf, both of which 
are complicated function of spectral wavelength, X. 

Many theoretical studies have investigated these two 
parameters for a number of molecules, including CO [14] and 
the 4.3- and 2.7-jan bands of C02 [15, 16]. For the 15-jim 
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band of C 0 2 , the values of S/d are available in the Handbook 
of Infrared Radiation from Combustion Gases [17]. By fitting 
the statistical band model to the measured total band ab-
sorptance of Edwards [18, 19], Leckner [20] obtained some 
approximated values for 1 /d. Much less attention has been 
given to the 10-jtm and 2-^m bands because these combination 
bands are generally considered to be weak; but it is shown by 
Leckner that these two bands accounted for more than 10 
percent of the total emission at large path length. 

Much experimental work has been done on water vapor, 
but none has led to an adequate model. Extensive 
measurements made at General Dynamics [21] have been 
reported in the form of tables for temperature from 300 to 
3000 K, and wavelengths between 1 and 22 ftm, which 
essentially covers the whole thermal radiation spectrum. Their 
data are used in the narrow band RADCAL model [10]. 

Not many investigations have been carried out to study the 
nature of the line parameters of methane, probably because of 
the complexity of the structure of the molecule. Gray and 
Penner [22] applied the just-overlapping line model to derive 
an expression for the 3.3- and 7.6-/tm bands, in which the 
total band absorptances of Edwards [18] were used. The 
values of line spacing can be calculated from the measured 
effective band widths published in the paper of Lee and 
Happel [23]. These are plotted in Fig. 1. 

The line parameters discussed above vary significantly with 
temperature and composition, so that along a nonhomo-
geneous path a suitable averaging method is required. The 
standard method for evaluating the spectral absorption 
coefficient for a variable S/d and \/d is with the Cur
tis-Godson approximation [24], the application of which to 
RADCAL is described in [9]. 

The absorption coefficient of soot within the combustion 
volume must be handled separately, and then added to the 
absorption coefficient of the gas mixture. In RADCAL, it is 
assumed that the soot particles are small compared to the 
wavelength of radiation, and that the complex refractive 
index of soot is independent of wavelength. Under these 
conditions, electromagnetic theory predicts the spectral 
absorption coefficient to be inversely proportional to 
wavelength, and scattering to be negligible [13]. 

The change in spectral intensity of radiation along a given 
direction through a cloud of combustion products, such as 
that sketched in Fig. 2, is given by the equation of transfer. Its 
solution can be shown to be of the following form [13]: 

7x(0) = / x (L )exp ( - j o £ P A , , ^ * ) 

+ j„ EP/*X,;/AX LeXP(~ L X>Plk^dX'*)\dX (1) 

where Ibx is Planck's function, p is the density of <th radiating 
gas or soot cloud, and scattering has been assumed to be 
negligible. 

Generally, the radiance from the boundary I{L) includes the 
emitted energy of the wall itself and the reflected incoming 
energy from the gases to the wall. To simplify the analysis, the 
boundary will be assumed black so that all the incoming 
energy to the wall is absorbed; none of it is reflected. Many of 
the refractory materials do not satisfy this assumption, but 
the emissivity of a furnace interior is not usually known, 
mainly due to the effects of surface contamination. Dark 

Nomenclature 

c = 

d = 
\/d = 

I = 
/ « = 

ki = 

L = 

temperature gradient correc
tion factor 
spectral line spacing, cm 
mean strong-line parameter, 
cm - 1 

intensity, kW/m2-sr 
Planck's blackbody intensity, 
kW/m2-sr-/mi 
spectral absorption coef
ficient, m2 /kg 
total path length, m 

h 

M 
N 

P 
S/d 

T 
T 
X 

X 
P 

path length of element 1 up to 
and including element./, m 
number of spectral intervals 
number of homogeneous 
elements 
effective pressure, atm 
mean line-strength-to-spacing 
parameter, m2 /kg 
temperature, K 
effective temperature, K 
local pathlength, m 
wavelength, /mi 
density, kg/m3 

a 
T 

= Meian-Boltzmann constant 
= transmittance 

Subscripts 

/' 
J 

k 

s 
w 
X 

= pertaining to species ;' 
= summation index for homo

geneous elements 
= summation index for spectral 

interval 
= pertaining to soot 
= pertaining to the wall 
= spectral quantity 
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Fig. 4 Total emittance of carbon dioxide at 1500 K and a partial 
pressure of 0.2 atm, showing the effect of the 2-, 10-, and 15-fim bands 
on the narrow-band result. Comparison is to the curve-fit of Hottel's 
data [5]. 

chrome refractory brick has very high emissivity even at high 
temperatures [25], and therefore the results from this study 
can be applied directly to such material. With this assump
tion, the emerging intensity is 

/x(0)=Wrx(L)-]o . /6X(r,X)drx (2) 

where the spectral transmittance TX is defined by the equation 

^exP(-j;x>x,^) (3) 

and the w subscript refers to the wall condition. 
In nonhomogeneous systems, the path along x can be 

approximated by a series of discrete homogeneous elements, 
so that each element can be characterized by a single tem
perature and a single concentration for each species; hence the 
integration over the path can be broken down to a summation 
over Nhomogeneous elements: 

h(fl) = h\wT\,N + Ljh\,j-i(.T\j-\ -i"x,y) (4) 
y=i 

where TXJ is the spectral transmissivity of the participating 
medium in element 1 up to and including element j , and 7fiA j 
is the blackbody intensity function evaluated at the tem
perature of they'th element. 

If a sensor is placed opposite to the wall at x = 0, the total 
radiant flux reaching the sensor can be found by integrating 

WIDE BAND (22) 
PRESENT 

1.0 10.0 100.0 

PATHLENGH (cm) 

Fig. 5 Total emittance of methane at 500 K, 1 atm, comparing the 
present narrow-band model to the wide-band model of Lee and Happel 
[23] 

equation (4) over the wavelength from zero to infinity. This 
integration can also be represented by a summation: 

A0)= £ rktNIbx(Tw,Xk)Ak 

M 

k=\ j=\ 
LlIb\j{Tk,j-\ -Tkj)^k (5) 

Each of the M spectral intervals AX̂ . is chosen such that it is 
small enough to insure the Planck function does not vary 
significantly within it. The program RADCAL has been 
written to perform this numerical integration. (A listing can 
be found in [26]). 

Validation of the narrow-band numerical model has been 
done previously for COz and H 2 0 up to a wavelength of 10 
/xm [9, 10]. Figure 3 is an example of a recent calculation 
made for CO, comparing RADCAL to the work of Abu-
Romia and Tien [27]. Additional calculations for the 20-/im 
band of water, the 10- and 15-^m bands of C 0 2 , and the 3.3-
and 7.6-/im bands of methane are discussed elsewhere [26]. 
Comparisons between the numerical calculations and 
published experimental measurements indicate that the 
narrow-band model can be trusted to predict the correct 
spectral intensity from arbitrary mixtures of CO, CH4 , C 0 2 , 
a n d H 2 0 . 

An additional test for the narrow-band model is the 
prediction of total emittance from the numerical integration 
of monochromatic results. The addition of the 2.0, 10, and 
15-ftm wavelength bands to the carbon dioxide model im
proves the accuracy to an acceptable level when compared to 
the emittance results of Hottel [5], as seen in Fig. 4. Figure 5 
shows the total emittance for atmospheric pressure methane 
and the results from the wide-band model based on ex
perimental measurements [23]. The results for carbon 
monoxide, based solely on the fundamental band, slightly 
under predict the published results of Ludwig et al. [17], as 
shown in the report of Nguyen [26]. A comparison of the total 
emittance of water vapor calculated by RADCAL, including 
the 20-/xm rotational band, to the experimental results of 
others is also given in [26]. 

Formulation of TTNH Model 

Following the development of Grosshandler [9], equation 
(4) can be integrated over wavelength to obtain the total in
tensity. Then, using the fact that the integral of the sum is the 
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sum of the integrals, an expression equivalent to equation (5) 
can be written. 

N 

(6) 

For a homogeneous path, the temperature and pressure are 
constant, and the total transmittance can be defined as the 
spectral transmittance weighted with Planck's function. Such 
a definition is not suitable, however, for a nonhomogeneous 
path because of the variations of temperature and pressure 
along the path. Even if the temperature and density of the 
participating species are known and can be approximated by a 
simple function, general analytical forms for the trans
mittance are not possible. Grosshandler [9] has shown that 
with some appropriately averaged temperature and partial 
pressures of active gases along a nonhomogeneous path, 
equation (6) can be rewritten as follows: 

oT 4 

I(0)=^-TN(fN,PN,L)CN 

oT,' 
[Cj_, r , _ , ( 7 } _ , ,Pj_, ,lj_,) - CjTjiTj.Pjilj)] (7) 

y=i 

where C, is a correction factor dependent upon the tem
perature gradient and the pressure path length of radiating 
species. T and P denote the effective temperature and 
pressure, which are nothing more than the actual properties 
averaged over the total number density of the radiating 
molecules [9]. 

To account for the presence of soot, equation (7) is 
modified to 

oTw
4 - -

7(0)= TStNTN(TN,PN,L)CN 

f aTJ* r 

+ L —f- ft 7T 
sj-l Cj-1 Tj-1 (Tj_ i ,Pj_ i ,lj_ j ) 

-^.)CJTJ{TJ,PJ,IJ)\ (8) 

The total soot transmittance TS is separated out from the total 
gas transmittance, since the former is a function of local 
conditions only. 

TTNH is a computer code written to solve equation (8). It is 
necessary to specify the local values of temperature, partial 
pressure, and soot density as a function of path length. A data 
base giving the total transmittance of the various combustion 
gases is required. The program ABSORB, written by Modak 
[11] and extended in this work, is the most convenient form 
for this data base. It is applicable to atmospheric pressure 
systems containing C 0 2 , H 2 0 , CO, CH4 , and soot for 
pressure-path lengths of radiating species up to 1 atm-m, and 
has been used for nonhomogeneous computations in the past 
[2]. 

Performance of the TTNH Model 

To gain confidence in the model's soundness, TTNH has 
been tested against the narrow-band model. Three typical 
combustion systems were brought into the investigation in 
which symmetric and asymmetric temperature and con
centration profiles were assumed. These systems are shown in 
Figs. 6-8. For computational purposes, the path length in 
each case is divided into 20 discrete homogeneous elements, 
and the representative parameters are selected at the midpoint 
of the elements. The total path length is varied over a factor 
of 25 for each given profile. In all three configurations, a 
black wall is located at the extreme right of the figure and its 
temperature is the same as that of the gas at that point. Table 
1 gives the specific values of temperature and partial pressures 
for the calculations done here. 

Figures 6 and 7 represent a two-dimensional flow situation 
where methane gas is injected along the centerline below a 
duct as air is axially blown through, such as is depicted in Fig. 
2. The temperature and concentration profiles are sym
metrically distributed about the center, single-peaked in 
configuration A (Fig. 6) and double-peaked in configuration 
B (Fig. 7). In configuration A, the temperature peak coincides 
with the maximum soot level. 

Configuration C in Fig. 8 is an example of a methane fire 
impinging on a hot surface viewed from below. Methane is at 
the base, and the combustion products are convected upward. 
The temperature increases sharply within the flame, but then 
decreases due to entrainment of a cool environment. 

The narrow-band model applied to configuration A over a 
one meter path length yields a radiance of 144.7 kW/m2-sr. 

448 /Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Temperature and partial pressure profiles through simulated combustion clouds 
Partial pressures, atm 

Fractional 
path length 

0 -.05 
.05-.10 
.10-.15 
.15-.20 
.20-.25 
.25-.30 
.30-.35 
.35-.40 
.40-.45 
.45-.50 

wall 

0 -.05 
.05-.10 
.10-.15 
.15-.20 
.20-.25 
.25-.30 
.30-.35 
.35-.40 
.40-.45 
.45-.50 

wall 

0 -.05 
.05-. 10 
.10-.15 
.15-.20 
.20-.25 
.25-.30 
.30-.35 
.35-.40 
.40-.45 
.45-.50 
.50-.55 
.55-.60 
.60-.65 
.65-.70 
.70-.75 
.75-.80 
.80-.85 
.85-.90 
.90-.95 
.95-1.00 

wall 

T,K 

875 
1025 
1175 
1325 
1475 
1625 
1775 
1925 
2075 
2225 
800 

1300 
1750 
2000 
2200 
2100 
2000 
1800 
1550 
1400 
1350 
900 

750 
1100 
1450 
1600 
1700 
1770 
1800 
1820 
1800 
1760 
1720 
1640 
1590 
1530 
1460 
1420 
1380 
1320 
1270 
1230 
1200 

Configuration 

A 

B 

C 

CO 2 

.08 

.09 

.10-

.11 

.12 

.13 

.14 

.15 

.15 

.15 
-

.07 

.10 

.12 

.125 

.12 

.115 

.105 

.09 

.08 

.075 
-

.02 

.07 

.10 

.12 

.13 

.14 

.144 

.148 

.15 

.15 

.15 

.15 

.15 

.15 

.15 

.15 

.15 

.15 

.15 

.15 
— 

H 2 0 CO CH 4 

(Configuration A) 
.08 
.09 
.10 
.11 
.12 
.13 
.14 
.15 
.15 
.15 
-

08 
09 
10 
11 
12 
13 
14 
15 
15 
15 
-

(Configuration B) 
.08 
.12 
.14 
.15 
.15 
.14 
.13 
.11 
.095 
.09 
— 

04 
07 
09 
10 
09 
08 
075 
065 
05 
04 
_ 

(Configuration C) 
.05 
.10 
.14 
.16 
.175 
.18 
.184 
.188 
.19 
.19 
.19 
.19 
.19 
.19 
.19 
.19 
.19 
.19 
.19 
.19 
-

01 
025 
035 
04 
048 
05 
05 
05 
048 
045 
04 
035 
03 
024 
018 
012 
004 
0 
0 
0 
-

08 
09 
10 
11 
12 
13 
14 
15 
15 
15 
~ 

0 
0 
0 
01 
07 
10 
12 
14 
15 
155 
-

19 
17 
14 
12 
08 
05 
015 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-

Table 2 Comparison of total radiance calculations 
Path length, 

m 

0.2 
1.0 
5.0 
0.2 
1.0 
2.0 
5.0 

0.2 
1.0 
5.0 

Total radiance, 

TTNH ns 

52.6 
137.6 
162.9 
39.9 
94.6 

128.9 
185.1 

50.0 
68.5 
53.9 

kW/m2-sr 

rrow-band 

52.5 
144.7 
170.2 
38.6 
94.6 

131.5 
190.1 

57.3 
70.9 
54.0 

Deviation 

% 
+ 0.2 
- 4 . 9 
- 4 . 3 
+ 3.4 

0.0 
- 2 . 0 
- 2 . 6 

-12.7 
- 3 . 4 
- 0 . 2 

Soot cloud 
density x 106 

0 
0 
0 
.05 
.30 
.50 
.60 
.70 
.75 
.78 
_ 

0 
0 
0 
.05 
.25 
.40 
.47 
.55 
.60 
.63 
— 

.95 

.90 

.83 

.75 

.64 

.55 

.46 

.36 

.26 

.15 

.05 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-

By comparison, the TTNH model predicts 137.6 kW/m2-sr, 
which is less than 5 percent low. To ensure that the grid size 
chosen (0.05 m) is sufficiently accurate, the TTNH calculation 
was repeated using 10 homogeneous elements (0.10 m each) 
and five homogeneous elements (0.20 m each). In the former 
case, the radiance was less than 2 percent below the base line 
calculation using 20 homogeneous elements. With only five 
divisions of the path length, the discrepancy increased to 
almost 6 percent. All additional calculations with either the 
narrow-band model or TTNH have been made with 20 
elements, regardless of path length. 

The one meter path length of configuration A was 
multiplied by a factor of five and divided by a factor of five to 

determine if the total transmittance model could properly 
scale the radiation. With L = 0.20 m, the predicted intensity 
droped to 52.6 kW/m2-sr, or 0.2 percent below the narrow
band calculation. For the 5.0-m path, the intensity increased 
about 18 percent over the 1.0-m path, which is 4.3 percent 
below the prediction of the narrow-band model. 

The comparison between the two models is equally accurate 
for configuration B, the double-peaked profile. Table 2 
summarizes the results of these calculations for L equal to .20, 
1.0, 2.0, and 5.0 m for configuration B (as well as for A and 
C). The maximum disagreement occurs for the shortest path 
length, in which the simplified model overpredicts the in
tensity by 3.4 percent. 

Journal of Heat Transfer MAY 1985, Vol. 107/449 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The simulated fire, configuration C, is the most revealing 
case. The TTNH model has difficulty with the .20-m path 
length, missing the narrow-band prediction by 12.7 percent. 
However, the total transmittance model shows its worth by 
accurately predicting the downturn in radiant intensity when 
the scale of the fire is increased from 2.0 to 5.0 m. This type of 
scaling cannot be done when the combustion system is ap
proximated as gray or isothermal, since the temperature and 
composition profiles are unchanged over the 25-fold increase 
in path length. It is apparent from the behavior of the 
radiance with path length that two factors influence the 
magnitude which is fed back to the base of the fire: the 
shielding effect of the soot and methane and the increased 
optical depth of the high temperature region. The first acts to 
reduce the intensity while the second effect enhances it. The 
importance of accounting for nonhomogeneities effects is 
obvious here. 

The calculations in Table 2 show that the TTNH model 
performs satisfactorily for mixtures which contain CH4 and 
CO along with soot, C 0 2 , and H zO. The model can also 
handle the presence of a hot black wall. In fact, it is evident 
that the wall will improve the model because of the lessened 
importance of banded radiation. The accuracy to be expected 
in general situations is 10 percent or better. This is adequate 
for most engineering calculations since the convected heat 
must also be considered in a complete energy balance. 

What is equally important with accuracy is the speed at 
which the simplified model can compute the radiant intensity. 
The TTNH computation was between 400 and 600 times 
faster than the narrow-band model, RADCAL, in all of the 
cases tested. A typical calculation took less than 1.2 s of 
central processor time on a PRIME 400 minicomputer, or 
about 60 ms of CPU per homogeneous element. Thus the 
TTNH model gives the heat transfer designer the ability to 
quantitatively predict the effect of scaling-up a combustion 
facility without an undue computational time devoted to 
radiation, leaving more room for the complexities associated 
with reacting turbulent flows. 

Summary and Conclusions 

Radiation in combustion systems containing methane gas 
has been analyzed by the total transmittance nonhomo-
geneous model. The following limitations are suggested to 
maximize accuracy: (a) the ratio of temperatures in adjacent 
regions should not exceed 3 to 1; {b) the total pressure of the 
system should not exceed 10 atm; and (c) the temperature 
should be higher than 300 K and less than 2500 K. Com
parison of the predictions of the simple TTNH model and the 
narrowband model indicates good agreement for all of the 
cases examined in this study. The success of these calculations 
reveals two important features: 

1 Besides C 0 2 , H 2 0 , and soot, which previous studies 
have investigated, the TTNH model is able to handle CO and 
CH4 together with the presence of a hot black wall. 

2 Complex combustion problems in which nongray and 
nonhomogeneous assumptions are relaxed can be analyzed by 
a simple method with less computation. Results are reliable 
for realistic combustion environments. 
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Melting Around a Migrating 
Heat Source 
The problem of melting around a moving heat source arises in many different 
situations such as nuclear reactor technology (i.e., "self-burial" process of nuclear 
waste materials and reactor core "melt-down"), process metallurgy, and 
geophysics. Experiments were undertaken with a horizontal cylindrical heat source 
that melted its way through a phase-change material (n-octadecane) under its own 
weight. The heat source velocity and solid-liquid interface motion for a constant 
surface temperature source were measured. Effects of heat source density and 
surface temperature as well as the effects of the initial subcooling of the solid were 
investigated and are reported. The flow structure in the melt was visualized using a 
dye. Timewise variation of temperature distribution in the solid and the melt were 
also measured and are discussed. Results for the heat source migration velocity and 
the volume of the material melted are correlated in terms of the relevant problem 
parameters. 

1 Introduction 

The problem of melting in the vicinity of a moving heat 
source arises in many different situations in the areas of 
materials processing [1], spacecraft and nuclear technology 
[2], and geophysics [3,4]. Particularly, in the field of nuclear 
technology, this problem has two important applications: (/') 
"self-burial" process in a nuclear waste disposal scheme [5], 
and (ii) reactor core "melt-down" problem [6]. 

If a source releases heat in excess of a certain minimum 
than its surroundings can conduct, the surroundings will 
eventually melt and the heat source will start moving in the 
liquid melt in the direction of the net force (gravitational, 
buoyancy, shear forces, etc.) exerted on it. The problem 
considered here is a combination of two important classes of 
heat transfer problems, those involving phase change and 
those with a moving heat source. The combination of these 
two phenomena introduce processes that do not exist in either 
case, such as: (/) development of a film flow field between the 
heat source and the solid due to motion of the heat source; (ii) 
development of a mixed convection field in the melt; and (Hi) 
resolidification of the melt after passage of the heat source. 

None of these processes have received attention in the 
limited number of studies reported in the literature. Re
gardless of the fact that the published analytical works are 
approximate, they are not based on realistic physical models 
of the processes involved. Important processes such as phase 
change [7, 8] and natural and forced convection [9-11] have 
been neglected. Less important processes such as 
resolidification of the melt have also been ignored. A more 
realistic model has been recently suggested [12]. The 
migration velocity of a hot rigid sphere that melts its way 
through a solid was calculated. The processes that occur in the 
molten wake behind the sphere are ignored and solution is 
only valid as long as the hot sphere and the solid are separated 
by a very thin melt layer. Experimental work is even more 
scarce [8, 13, 14] and can be viewed as feasibility or 
assessment rather than phenomenological or parametric 
studies. 

The objective of this investigation is to report on the heat 
transfer processes during melting around a moving heat 
source and the extent and range of their effects. Experiments 
have been performed by employing a horizontal cylindrical 
heat source with constant surface temperature which melted 
its way through the phase-change material and descended 
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under its own weight. The phase-change material used in the 
experiments was research grade (99.9 percent pure) n-
octadecane paraffin as its liquid phase is transparent and 
permits flow visualization. Its properties are well 
documented, and its fusion temperature is close to room 
temperature (27.5°C), which is conducive to experimentation. 

The work included two groups of experiments. In the first 
group the heat source was initially placed on top of the solid. 
A supplementary set of experiments was performed in which 
the heat source was initially embedded in the solid matrix. In 
addition to this, three other parameters were varied during the 
course of the study: namely, the surface temperature of the 
heat source, the initial temperature of the solid, and the 
apparent weight of the heat source. The paper includes 
measurements and/or observations of the heat source 
velocity, the shape and motion of the solid-liquid interface 
and the characteristics of the temperature and the flow fields 
in the melt. 

2 Experiments 

2.1 Apparatus and Instrumentation. The experiments 
were performed in a container having a rectangular cross 
section of 35.5 x 7.5 cm and 25.5 cm depth. The test cell 
consisted of a main U-shaped aluminum frame, 7.4 cm thick 
(Figs. 1(«) and 1(b)). The front and back sides of the cell were 
made of 0.6-cm-thick glass plate to allow flow visualization 
and photographing. To insure two dimensionality, a second 
glass plate was installed on each side, parallel to the first one, 
to reduce the natural convection and overall heat transfer 
between the test cell and the ambient environment. The top of 
the test cell was closed before and during the experiments with 
a plexiglass cover plate. Two parallel bushings fixed to the 
plexiglass cover plate guided the heat source support tubes 
(6.5 mm OD and 254 mm long) in the vertical direction and 
prevented the heat source from tilting or rotating during its 
migration (Fig. 1). 

The apparent weight of the heat source (the net force 
exerted by the heat source to the melt and/or solid) is one of 
the governing parameters of the problem and provisions were 
made to change and control it. The apparent weight was 
increased by adding weight to the support tubes and was 
decreased by adding counter balance weight (by using a pair 
of pulleys). 

In order to control the solid temperature, a U-shaped 
multipass heat exchanger was placed inside the test cell before 
pouring in the liquid phase change material (Fig. 1). The heat 
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exchanger was connected to a constant temperature bath for 
several hours before and also during the experiments. To 
obtain the temperature distribution in the solid before and 
during the test (for experiments with a subcooled solid), a 
total of 16 thermocouples were placed at fixed positions in the 
test cell before pouring the liquid into the cell. The tem
perature distribution in the melt is measured by 5 ther
mocouples installed on a T-shaped probe, which was placed in 
the melt after passage of the heat source. 

A cylindrical (L/R = 6) heat source made from copper was 
designed and built to provide constant surface temperature 
(Fig. 2). It consisted of a central cylinder on which a double 
spiral (3.8 x 3.8 mm cross section) was cut and was tightly 
fitted in a 4.55 mm thick cylindrical shell (25.4 mm OD). Two 
groves machined on the end faces of the central cylinder 
connected the two spiral channels formed between the outer 
shell and the central cylinder. Two end caps (1.5 mm thick 
and 25.4 mm diameter) were used to complete the fluid path. 
Thermostated fluid entered the heat source via one of the 
support tubes and left from the other one after going through 
the two spiral channels which are connected at the ends. 

A total of seven thermocouples were installed on the source 
surface (at L/A and </> = 0, 90, 180, and 270 deg and at L/2 
and 0 = 0, 90, and 270 deg) to check for the temperature 
uniformity. The thermocouple wires that pass through small 
holes drilled in the outer shell were passed through one of the 
support tubes to prevent their interference with the flow field 
in the melt. 

The heat source was tested under homogeneous external 
thermal conditions and proved to provide constant surface 
temperature in range of 30°C to 60°C with ±0.2°C 
maximum fluctuations (measured uncertainty was also ± 
0.2°C). Thus, the 4.55 mm thick copper wall of the outer shell 
was enough to provide for a constant surface temperature 
under uniform external conditions. However, under actual 
test conditions, some temperature drop is expected in the 
region where heat transfer is highly nonuniform (i.e., around 
the lower stagnation point where most of the melting takes 
place). Careful attention was paid to the design of the heat 
source, and tests reported in the paper are limited to those 
which do not exceed a maximum temperature difference of 
more than 2°C on the heat source surface. 

The copper-constantan thermocouples on the heat source 
throughout the solid, and the ones placed in the melt pool 
were connected to an Esterline Angus (Model PD-2064) 
programmable data acquisition system for temperature 
measurement. The data acquisition system is equipped with 
printer and option to provide for thermocouple linearization 

and cold junction compensation. The system has an overall 
accuracy of ± 0.5°C, which was improved to ± 0.2°C (with 
90 percent confidence) by calibration. The relative position of 
the center of the heat source was measured (at the same times 
that temperatures were being measured) with a cathetometer 
with 0.05 mm resolution. 

2.2 Experimental Procedure. The preparation for an 
experiment always began with the degasification of the 
paraffin, to prevent void formation during freezing. The 
paraffin was first heated in a vacuum flask well above its 
fusion temperature (to about 150°C). The flask was then 
connected to a vacuum pump while being cooled very slowly 
to about 30°C (2°C above the fusion temperature). The 
paraffin was then syphoned into the test cell. A constant 
temperature bath set at 10°C was then connected to the U-
shaped heat exchanger to facilitate the freezing process. 

During the freezing process, formation of internal voids, 
associated with the contraction which accompanies freezing, 
was avoided by preventing the formation of a frozen crust at 
the upper surface of the paraffin while the liquid phase still 
existed underneath. This was accomplished by a freezing 
pattern that proceeded from the bottom up. Degasified liquid 
was added several times during the freezing process to 
compensate for the contraction and the top surface was also 
leveled at the end. 

Three different heat source surface temperatures (32°C, 
36°C, and 40°C) were employed by circulating water in the 
heat source from a second constant temperature bath. The 
thermostat for this bath was set at 0.5 to 1.0°C above the 
desired temperature to compensate for the temperature drop 
across the heat source wall and also in the supply tubes. A 
colored wax, commercially used for making colored candles, 
was used to visualize the flow structure in the melt pool above 
the heat source. The wax was introduced very slowly and 
carefully in small quantities by a syringe about midway be
tween the front glass wall and the first support tube. The 
composition of the wax was not known, but was slightly 
denser than n-octadecane, thus it was diluted at a ratio of 1 to 
5. 

3 Analysis 

An approximate analytical solution for the temperature and 
the flow field under the heat source is presented here, and 
steady-state velocity of the heat source is determined. The 
intent of the analysis is only to determine the relevant problem 
parameters that could be used to scale the data, particularly 

N o m e n c l a t u r e 

Fo 

h,„ 
h* 

k 
L 

M 
P 

Po 
q" 
Q 

Re 
R 

Ste 

specific heat 
Fourier number, at/R2 

gravitational acceleration 
latent heat of fusion 
reduced latent heat of fusion, 
K, =hm+c„(Tm-Ta>) 
thermal conductivity 
length of the heat source 
mass of the heat source 
pressure 
reference pressure 
heat flux of the heat source 
heat loss from the lower half of 
the heat source 
Reynolds number, pj-U0R/n 
radius of the heat source 
Stefan number, cp(Tw~T,„)/ 
h* 

t = time 
T = temperature 

Ta — initial solid temperature 
u = tangential velocity 

U0 = velocity of the heat source 
UQ = dimensionless heat source 

velocity, U0R/a 
v = normal velocity 

V0 = volume of the heat source, 
TTR2L 

VD = volume of the directly melted 
solid 

Vr = total (net) volume 
x = distance tangential to the heat 

source, see Fig. 3 
y = distance normal to the heat 

source, see Fig. 3 
a = thermal diffusivity of melt 

5 
A 

Ap 

V-
V 

Pf 
PH 

T 

<t> 

= molten layer thickness 
= dimensionless molten layer 

thickness, 8/R 
= density difference between the 

heat source and melt 
= dynamic viscosity of melt 
= kinematic viscosity of melt 
= density of melt 
= density of the heat source 
= shear stress 
= angular position, see Fig. 3 

Subscripts 

/ = liquid state 
m - fusion point of PCM 
5 = solid state 
w = heat source surface 
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Fig. 1 Schematic diagram of the setup: (a) front view and (b) side view; 
(1) main frame of the test cell, (2) plexiglass cover, (3) heat source, (4) 
support tubes; (5) guide bushings, (6) U-shaped heat exchanger, (7) 
thermocouples positioned in solid, (8) thermocouples positioned in 
melt 

the heat source velocity. In the model, it is assumed that the 
long cylindrical heat source of radius R is fixed and the solid 
moves towards it at a constant velocity of U0 (Fig. 3). It is 
also assumed that melt layer separating the source and the 
solid in front of it is very thin (i.e., S/R « I.). This 
assumption, which is well justified by experimental ob
servations, permits using the lubrication approximations [15]. 
That is, as long as S/R « 1, and (8/R)Re « 1, the inertial 
terms can be neglected and also d2/dx2 « d2/dy2. 

With application of the stated assumptions, the momentum 
and the energy equations simplify to 

dy2 dx 

n n \/-Za* 

Section A-A 

Fig. 2 Schematic diagram of the constant surface temperature heat 
source 

and 

. U0 i 

Fig. 3 Physical model and coordinates 

dT dT d2T 
u— +v— = a - r 

dx dy dy2 (2) 

respectively. The boundary conditions on the heat source 
0 = 0) are: 

u = v = 0, T=Tw (3) 

and at the solid-liquid interface 0 = 5(0)] they are 

w = 0 , v= — U0cos4> , T=Tm (4) 

(It should be noted that these velocity boundary conditions 
imply that pf = ps and db/Rd4> « 1 are assumed) and 

dT 

Yy 
PfUo 

y = i 
[h,„+cp{Tm-T<x)]coscl) (5) 

V 

The solution of equation (1) with the boundary conditions 
(3) and (4) is 

1 dP 
u=~-ry(y-5) (6) 

2ft dx 
Upon substituting equation (6) into the continuity equation 
and integrating the resulting equation with respect to y, the 
pressure gradient is found to be 

dP 
— = - 12URU0 sin</>/<53 

dx 
(7) 

Combining equations (7) and (6) yields 

u = -6UQRy (y - 5)sin</>/53 (8) 

The energy equation is integrated over the film layer, after 
combining it first with the continuity equation, to yield 

^llxW+ly{vT)]dy = <Wdy (9) 
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After employing the boundary conditions, this equation
reduces to

4 Results and Discussion

4.1 General Observations Phenomenology. The
following generalizations are true for both starting positions
of the heat source (i.e., at the top of the solid or initially
embedded in the solid), and the exceptions will be clearly
identified. Figure 4 presents typical photographs of the in
stantaneous heat source and the solid-liquid interface

Fig. 4 Photographs illustrating the heat source and the solid liquid
interface position

positions. The source is almost in contact with the solid in the
vicinity of its lower stagnation point (</> = 0 deg). The
thickness of this thin melt film increases, and eventually the
solid and the heat source become distinguishable at </> < 90
deg. Careful examination of the photographs revealed that
the angular extent of this film separation is decreased with
increasing surface temperature of the source and also with a
decrease in the subcooling of the solid.

Thin film separation at the stagnation point and the fact
that this film widens with </> suggests that the motion of the
heat source is essentially defined by the motion of the
solid-liquid interface at </> = 0 deg. Moreover, conduction is
the dominant mode of heat transfer between the source and
the solid in this region. As </> increases, the mass flux of the
melt as well as its bulk temperature increase, which suggests
that a transition from conduction melting to convection
melting occurs along the film channel. For </> > 90 deg,
convective heat transfer between the melt and the solid is the
dominant (if not the only) mechanism that dictates the motion
and the shape of the solid-liquid interface.

Figures 5 and 6(a) illustrate the flow patterns around the
heat source inferred from the dye visualization experiments.
The newly melted material is squeezed between the solid and
the heat source due to the motion of the heat source and
moves along the heat source surface as the film channel
widens. The motion of the source generates a region of low
pressure behind it and causes the newly melted material to
maintain its direction and move parallel to the heat source
surface. The two streams of the melt, coming from either side
of the cylinder, meet at about the centerline, and there is no
way for the fluid to flow but upward. At the same time, the
melt close to the heat source is heated and buoyancy also aids
in the upward motion. After reaching the free surface [or the
solid ceiling in the case of the heat source initially embedded
in solid (Fig. 6(a)], the melt stream is divided into two equal
currents and moves along the free surface (or along the solid
ceiling). The melt loses some of the heat to the air above it
and/or to the solid while flowing sideways. Depending on the
solid temperature and also on the melt temperature (which is
obviously a function of the surface heat flux), some melting
and/or resolidification takes place at the solid-liquid in
terface (compare Figs. 5(a) and 5(b». The melt also loses
momentum due to the shear action at the solid surface while
being cooled and becoming denser. This causes a downward
motion of the melt along the vertical solid-liquid interface.

The descending melt stream eventually meets the newly
formed melt being squeezed out of the gap between the solid
and the falling heat source and is forced to turn parallel to it
in an inner path. Little mixing occurs here again due to the
large difference in the temperature and momentum of the two

(11)

(13)

(14)

(19)

Acos</> = constant

Inserting equation (13) into (12), yields

j(Ste)
A=-

Uacos</>

+ 2 [(Til' - Til,) PfUoh:', .I.]
y 02 - k 0 cos",

f
where h:', = hili + cp (Till - Too)'

Substitution of equations (5), (8), and (11) into equation
(10), yields

d 20 + 3Ste 20Ste
d</> (Asin2</»+ U

a
cos</>- U

a
2 A =0 (12)

where A = MR, Ste = ciTw - TIII)/hill and Ua UoR/a.
Equation (12) with the boundary condition dA/d</> = 0 at </> =
ohas a solution of the form

where

(
57rgR3 ) 0.25 (AP) 0.25Ua= - (Ste)0.75
16pa Pf

These dimensionless groups are employed in presentation of
the experimental results and in the comparison with the
analytical predictions. The properties of the liquid used in the
calculations are determined at the melt mean film temperature
[(TIV + TIII )I2]·

I
j(Ste) = 4" [(400 + 280Ste + 9Ste2 ) 1/2 - 20 - 3Ste] (15)

For small Ste,j(Ste):::: Ste(4.7 percent error for Ste = 0.2).
The heat source velocity can be determined from a force

balance acting on it

Mg= 7rR 2LPfg+ 2LJ~ (pcos</>+ Tyxsin</»Rd</> (16)

where Mis mass of the heat source, 7rR2LpH' The shear stress
is negligible compared to the pressure for 0/R « I. In order
to simplify equation (16), it is assumed that for 7r/2 :5 </> :5

37r12, the pressure is constant and equal to Po. Substituting
equation (14) into equation (7) and integrating results in

3p.R 2 U4

P-Po = 3.f(S a cos4 </> (17)ate)

Substitution of equation (17) into (16) and integration, the
heat source velocity is found to be

U
a

", UoR = [57rgAPR3j3(Ste)] 0.25 (18)
a 16Pfpa

For Ste :5 0.2 the source velocity simplifies to

d b [aT aT ]
d)ouTdy - UoTlllcos</>=a ay (y=o)- ay (Y=O) (10)

To simplify the solution of equation (10), the temperature
profile is approximated by a quadratic polynomial in y. The
boundary condition, equations (3) and (4), and the energy
balance at the interface, equation (5), are satisfied by

T= T + y[_ 2(Tw - Till) + PfUo h:', cos</>]
II' 0 k

f
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Fig. 5 The interface shape and melt flow pattern: (a) Tm - T„ = 0.5°C, 
{tyTm-T,,:, = 18.0°C 

streams. The newly melted material follows the path already 
explained, while the cooler, slower melt moves around a 
similar but smaller inner loop. The melt in the inner loop is 
gradually slowed down and creates a region of nearly stagnant 
melt. The two similar and independent melt cells on the sides 
of the centerline only elongate as the heat source descends 
further and as new melt is introduced. The melt cells are 
essentially two dimensional. The dye that was introduced at 
quarter way between the glass walls did not move along the 
axis of the cylinder. Viewed from the top, the dyed melt was 
like a narrow strip which was diffusing very slowly in the 
direction of the axis of the source. 

Figure 6(b) presents the instantaneous position of the 
solid-liquid interface from the moving heat source stand
point. For <t> < 90 deg, the source "sees" a fixed interface 
shortly after the experiment started (t > 3.5 min.), and it may 
be concluded that a quasi-steady state has been reached for 
this portion of the interface. But for 4> > 90 deg, such a 
conclusion is not valid as the interface is still moving with 

Fig. 6 The interface shape and melt flow pattern for embedded heat 
source case (a), and interface motion with respect to fixed heat source 
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20 

respect to the heat source. The length scale of the melt pool 
above the source is indeed a function of the surface tem
perature of the source and also the initial temperature of the 
solid. The experimental setup permitted a maximum travel 
distance of 15 cm for the heat source. This was not enough for 
the interface to attain its quasi-steady state shape with respect 
to the heat source in any of the experiments studied [{Tw — 
Tm)min = 4.5°Cand(T„,-Tx)m!ix = 18°C]. 

4.2 Heat Source Velocity. In order to determine the 
velocity of the heat source, the instantaneous position of its 
center was first plotted against time and smoothed by curve 
fitting. The curve was then differentiated graphically to 
determine the heat source velocity. Figure 7 illustrates the 
variation with time of the source velocity for different source 
surface temperatures and solid subcoolings. The heat source 
velocity reached its final constant value after a small decrease 
at the beginning of the experiments. 

Figure 8 illustrates the effects of initial surface temperature 
and position of the heat source on its migration velocity. This 
figure shows that the terminal source velocity is indeed in
dependent of the initial position and also the initial surface 
temperature of the source. The solid symbols represent times 
when the heat source is fully covered by the melt in those cases 
when it was initially positioned on the top of the solid. The 
short duration of the effects resulting from the initial heat 
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Fig. 8 Variation of the heat source velocity with time for different heat 
source initial temperature and position: Tw = Se'CandT^, = 23°C 
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Fig. 9 Variation of dimensionless heat source velocity with Stefan 
number 

source conditions (its position or its surface temperature) and 
also the fact that the terminal velocity is attained before the 
source is fully covered by the melt suggests that the migration 
velocity is indeed defined by the heat transfer characteristics 
under the heat source. In other words, the terminal velocity is 
attained as soon as the heat source and the solid in front of it 
have reached a quasi-steady state. The processes taking place 
away from the lower stagnation point do not have any effect 
on the terminal velocity of the source. 

The variation of the dimensionless heat source velocity with 
the Stefan number is presented in Fig. 9. The data can be 
correlated by an empirical equation. 

[/3^161.3Ste1095 (20) 

This result does not agree well with the analytical model 
[equation (19)] that suggested 

[/5 = 146.5Ste° (21) 

The measured dimensionless velocities are between 64 percent 
to 47 percent lower than those predicted by the analysis. The 
discrepancy between the analysis and experiment may be 
attributed (in order of significance) to: 

1 Nonuniform melting along the axis of the source in the 
vicinity of its lower stagnation point due to the heat losses 
from the ends of the source to the glass walls of the test cell 
and also to melting of the thin layer of solid separating the 
source and the glass walls (1.0 mm on each side) 
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Fig. 10 Dependence of dimensionless heat source velocity with 
relative density 

2 Nonuniform surface temperature due to nonhomo-
geneous heat extraction from the source 

3 Neglect of the shear force at the ends of the heat source 
4 Neglect of the effect of change in density of the material 

due to phase transformation. The fact that the discrepancy 
between the analysis and experiment decreases with an in
crease in the surface temperature (i.e., Ste) suggests that heat 
losses from the ends of the heat source are the most significant 
contributing factor. 

Figure 10 illustrates the variation of the dimensionless 
terminal velocity with the effective density of the heat source. 
The heat source velocity is scaled with Ste075 as the analysis 
suggests. The data are also scaled with Ste1095 according to 
equation (20) and Fig. 9. In either case, the form of the 
dependence on the effective density is in agreement with the 
expectation, equation (19), as the slope of the curves (ex
ponents of Ap/py) are quite close. The data point at Ap/p = 
2.8 is not considered in calculating the correlations as it is far 
off the trend. Further reduction of Ap/pf may also invalidate 
the assumption that S/R should be much less than unity. 

4.3 Temperatures in the Solid and Liquid. The tem
perature distribution in the melt was measured by placing a 
probe consisting of five thermocouples above the heat source. 
Figure 11 (on the right) shows temperature profiles in the melt 
at different vertical positions with respect to the heat source. 
The temperature profile is flat in the middle portion of the 
melt pool. Away from the source, this flatness extends 
towards the centerline while it remains steep close to the 
solid-liquid interface. This is in agreement with the flow 
visualization observations which suggested a region of 
stagnant melt in the middle of the melt pool on either side of 
the heat source. The extension of the flatness of the profiles 
towards the centerline also suggests a reduction of the 
buoyancy in the melt near the centerline as the melt moves 
away from the source. Regardless of the fact that (for sub-
cooled solid case) cooling of the melt eventually causes 
resolidification of the melt on the vertical solid walls (and the 
solid ceiling in the embedded case), this process is so slow that 
an observer on the heat source (and moving with it) will see a 
quasi-steady temperature field in the melt pool. This finding 
was checked and discussed earlier on motion and quasi-steady 
shape of the interface. It was also examined by changing the 
position of the thermocouples probe. The conclusion was that 
the thermocouple readings were not a function of the position 
of the probe but a function of the distance between the probe 
and the source. This finding permitted plotting the tem
perature profiles in the melt by connecting points of equal 
temperature (Fig. 11, on the left). The temperature profiles 
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Fig. 11 Temperature distribution in the melt: Tw = 36°C and T„ = 
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Fig. 12 Temperature distribution in the solid: Tw = 36°C and T^, = 
23°C 

also show a region of constant temperature (and stagnant) in 
the melt pool. The closely spaced isotherms near the heat 
source indicates a region of a large temperature gradient near 
the source surface. This is in agreement with the flow 
visualization observations which showed that the newly 
melted material forms a boundary layer on the heat source 
when squeezed out between the source and the solid-liquid 
interface. 

Figure 12 (on the right) shows the temperature profiles in 
the solid at different times and vertical positions with respect 
to the source. Two racks of thermocouples positioned 30 mm 
apart in the vertical direction in the solid recorded the same 
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Fig. 13 Variation of volume of solid melted with time: open symbols, 
directly melted solid; closed symbols, total melted solid 

temperatures when they were at the same distance from the 
heat source. This confirmed that the solid too, just like the 
melt, has reached the quasi-steady state with respect to the 
heat source. The finding is at least true for the solid ahead of 
the source and in its vicinity where the solid-liquid interface 
has already reached the quasi-steady state shape. The tem
perature contours in the solid are plotted by connecting points 
of equal temperature and are also presented in Fig. 12 (on the 
left). The isotherms are most closely spaced in front of the 
source where heat transfer to the solid is most intense (the 
liquid film is the thinnest here). Above and away from the 
heat source the isotherms start to become parallel and more 
evenly spaced. When the solid-liquid interface reaches its 
quasi-steady state, the isotherms will become nonparallel and 
unevenly spaced again while turning around the top of the 
melt pool. 

4.4 Volume of the Melted Solid. From sequence of 
photographs taken during the experiments, the volume of the 
solid directly melted {VD) by the heat source was measured 
with a planimeter and is presented in Fig. 13. Also presented 
in the figure is the total volume (net) of the solid melted (VT) 
either directly by the heat source or indirectly by the hot melt 
minus the volume of the resolidified melt. At early times, the 
melting rate is small as the contact area between the source 
and the solid is small. As melting proceeds and the heat source 
penetrates more into the solid (i.e., the contact area in
creases), the melting rate increases and eventually reaches a 
constant value at about the time that half of the source is in 
the solid. During this stage, VT and VD are almost equal, 
mostly because the interaction between the melt and the 
source is limited (in the thin film channel). Thus the bulk 
temperature of the melt is close to the fusion temperature, and 
hence the volume of the indirectly melted solid is very small. 
The rate of increase of VT/ V0 approaches a constant value 
after the source is fully covered by the melt, and a quasi-
steady state is established in the vicinity of the heat source. 
This trend can be justified for the cases when the solid was not 
subcooled; however, for an initially subcooled solid it is 
expected that VTI V„ approach a constant value. Hence, the 
constant rate of increase of VT/V0 for T„ = 10°C (18° 
subcooled solid) case only suggests that the melt pool and the 
solid-liquid interface are far from their quasi-steady state. 

In order to relate the melt volume and the heat transfer 
from the source, from equations (11) and (14) the heat 
transfer at the surface of the source is found to be 
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q' = -kf 

dT 

~dy y = o 
-•PfUoK, 

2Ste 

L/(Ste) 
- 1 C0S(/> (22) 

The total heat transfer rate to the phase-change material from 
the lower half of the heat source is 

Q = 2LRP/U0h' 
r 2Ste 

•1 (23) 

Upon equating the heat loss from the lower half of the source 
during time / to the energy added to the phase-change material 
that resulted in melt volume VD of the solid, we obtain 

(24) 

Under quasi-steady state condition, U0 is constant and in
tegration may be carried out to yield 

\'0Qdt = PfVDh'm 

Vp/V0 

L/iSte) J 
2 r 2Ste 

— Fo 
7T L/(Ste) 

For small Ste, this expression reduces to 

Vp/V0 

US 
Fo 

(25) 

(26) 

Figure 14 illustrates the variation of the dimensionless melt 
volumes (scaled with U$) with dimensionless time Fo. The 
directly melted volume data agree quite well with equation 
(26), except for the early times when only part of the lower 
half of the heat source is involved in the melting of the solid. 
This also confirms that the melt leaves the film channel at a 
temperature close to the fusion temperature, and it is indeed 
heated outside the film channel while passing over the upper 
half of the heat source. The total melt volume data do not 
follow the trend of equation (26) and start to deviate from it 
with increasing time and also the Stefan number. This is 
because the total melt volume is not only function of the 
motion and velocity of the heat source but also of other 
processes (i.e., indirect melting of the solid, resolidification of 
the melt, and development of natural convection in the melt 
pool). For larger Stefan numbers, the melt attains higher 
temperatures while moving over the heat source and this 
causes higher rate of indirect melting. However, comparison 
of the total (net) melt volume and the direct melt volume for 
cases when the solid was initially at the fusion temperature 
reveals that the heat transfer from the upper half of the source 
is far less than the heat extracted from the lower half. For the 
experiment with Tw = 36°C and T„ = 27.5°C (square 
symbols, in Figs. 13 and 14) the heat transfer from the upper 
half is only 19 percent of the heat transfer from the lower half 

of the source (compare slope of the lines connecting the 
hollow and solid squares in Fig. 14). 

5 Conclusions 

The experiments performed have provided phenomeno-
logical understanding and also quantitative data on heat 
transfer during melting around a moving horizontal cylin
drical heat source. Important heat transfer mechanisms were 
identified, and the domain, extent, and duration of their 
influence were investigated. 

Conduction was found to be the dominant heat transfer 
mechanism around the lower stagnation point of the source 
where the heat source and the solid are in permanent contact. 
From this, it was concluded that the velocity of the heat 
source is essentially defined in this region. The melt motion in 
the melt pool above the heat source was mainly induced by the 
descent of the source, and natural convection played a small 
role in this motion under the thermal conditions studied. 

The heat source and the solid-liquid interface in its im
mediate vicinity reached their quasi-steady state conditions at 
the same time. This also coincided with the completion of the 
boundary layer formation of the nearly melted material on 
and over the heat source. However, the solid-liquid interface 
away from the heat source and also the melt pool above the 
source (out of the boundary layer) needed much more time to 
reach their quasi-steady state with respect to the heat source. 
This was concluded to be the result of a weak interaction 
between the heat source and the melt pool due to the for
mation of the boundary layer over the heat source. 
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Enhanced Heat Conduction in 
Fluids Subjected to Sinusoidal 
Oscillations 
Enhanced conduction heat transfer via sinusoidal oscillatory flow through circular 
tubes connecting two fluid reservoirs maintained at different temperatures is 
examined. Using a multiscale expansion technique for the solution of the governing 
partial differential equation, the spatial and temporal temperature variation within 
the tubes is determined for low values of a2 Pr, where a is the Womersley number 
and Pr the fluid Prandtl number. From this result, a calculation of the effective 
thermal diffusivity is made and used to determine the enhanced conduction heat 
transfer from the high- to low-temperature reservoir. The enhanced heat transfer 
produced by the oscillations is shown to be proportional to the square of the 
oscillation amplitude and a function of the Prandtl number, the frequency, and the 
tube radius. Values of effective conductivity in liquid metals three orders of 
magnitude greater than the normal heat conductivity are shown to be readily ob
tainable under typical experimental conditions. 

Introduction 
It is well known from the studies of Taylor [1], Aris [13], 

and Gill [14] that a contaminant will spread axially in laminar 
tube flow (both steady and time-dependent) at rates con
siderably above those expected by pure molecular diffusion. 
The mechanism here is one of radial diffusional transfer 
coupled with an axial convective transport leading to an 
enhanced diffusion coefficient that is directly proportional to 
the square of the mean flow velocity and the square of the 
tube radius and inversely to the molecular diffusion coef
ficient. Recently, this work has been extended by considering 
gas component transfer in binary gas mixtures when these are 
confined to single tubes or branched systems and a sinusoidal 
pressure variation is applied [2, 3]. The interest in these more 
recent studies has been the result of gaining a better un
derstanding of an experimentally observed increase in the 
dispersional gas transport in the pulmonary system when 
high-frequency pressure oscillations are applied at the 
trachea. Jaeger and Kurzweg [4] have recently measured the 
dispersion coefficient in pure oscillatory flow in oxygen-
nitrogen mixtures under laminar conditions. The coefficient is 
found to be proportional to the square of the oscillation 
amplitude and the first power of frequency in the Womersley 
number range 3 <a< 15. Values of the dispersion coefficient 
up to four orders in magnitude in excess of the molecular 
diffusion value were found. After the original submission of 
this study, a general analytic study on the dispersion of gases 
under oscillatory conditions for fluids of arbitrary Schmidt 
number appeared [5]. 

The foregoing results on enhanced diffusion in tubes and 
branched systems suggest that a similar phenomenon should 
occur in heat conduction in view of the mathematical 
similarity between heat conduction and diffusion. It suggests 
that a thermally conducting fluid confined to an open-ended 
tube with thermally insulating side walls and connected to 
different temperature reservoirs at its ends can be made to 
conduct heat at rates orders of magnitude greater than by 
pure conduction, provided the fluid is oscillated sinusoidally 
in the tube. It is the purpose of this paper to confirm this 
conjecture analytically and, in particular, to obtain an ex
pression for the enhanced heat flow from the high to the low 
temperature reservoir when the quiescent fluid in the con
necting tube (or tubes) is subjected to oscillations whose 

amplitude is assumed small compared to the tube length in 
order to insure there is no direct convection of fluid between 
the reservoirs. For mathematical simplification, we will only 
be concerned with frequencies and fluids for which a2 Pr < x. 

Although we have not found any references to work in the 
heat transfer area dealing directly with the present problem, 
the general area of oscillating and time-dependent heat 
transfer has received considerable attention in the literature 
[6, 7, 15]. An excellent discussion of the mathematical for
mulation for such time-dependent heat transfer problems can 
be found in the recent book by Arpaci and Larson [8] 

Mathematical Formulation 

Consider a single or a series of parallel tubes of radius r = a 
and of length L (such that a<<L) connecting a large 
reservoir of cold fluid at temperature T= Tc with a second 
larger reservoir of the same fluid at higher temperature 
T=TH. The tubes are oriented in such a manner so that the 
fluid within the tubes connecting the reservoirs will not un
dergo natural convection. An oscillator is mounted into the 
walls of one of the reservoirs and a flexible window is in
stalled in the other reservoir to allow a corresponding ex
pansion in the event one is dealing with an incompressible 
fluid. The oscillator will produce one-dimensional laminar 
sinusoidal oscillations of the fluid in the tube connecting the 
reservoirs as long as the maximum Reynolds number 
associated with the oscillations does not become too high and 
one neglects end effects. Within these limitations, it can 
readily be shown [9] that the velocity of the one-dimensional 
fluid motion in the tube will have the time-dependent form 

W{T),t)=W, 
• \ 

Jo(yJ-ia)-J0(yJ-iar)) 

exp(iwt) = W0F(tj)zxp{iu>t) (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 18, 
1983. 

where a = aVw/v is the Womersley number, W0 the maximum 
centerline velocity, rj = r/a the nondimensional radial 
distance, and J0 the Bessel function of the first kind of order 
zero. It will be noted that this time-dependent profile (real 
part of the equation) consists essentially of a slug flow over 
most of the fluid core with a thin Stokes's boundary layer of 
thickness h = ^flv7Z> near the tube wall at high frequency. At 
low frequencies, it has the familiar Poiseuille distribution. 
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The corresponding temperature variation T{i), f, T) within the 
tube is governed by the heat conduction equation 

TT + PeF(77)e''fc T[=V2T+TK (2) 
where V2 = l/r/ d/dri t\ d/dr\, {=z/a, r=Kt/a2 is the time 
expressed in units of the diffusion time a2IK, Pe= W0a/n is 
the Peciet number, and Q = O>CI2/K the nondimensional 
frequency. Note that the viscous heating term in equation (2) 
has been neglected. This is justified as long as one does not 
deal with high Prandtl number fluids such as oils. The 
solution of this partial differential equation is clearly a 
formidable task and one accordingly seeks some simplifying 
approach. We choose to use the multiple time scale expansion 
technique as discussed in detail by Pismen [10]. Applying the 
technique here, we first introduce the coordinate trans
formations 

Z = e [ f -elilrp] 
L iaw J 

(3) 

and 

iP=€
2
T=e2Kt/a2 (4) 

where F is the cross-sectional average of the function F 
defined in equation (1), and e is a small parameter. The new 
independent axial variable Z represents a contracted axial 
coordinate, and i/< is a contracted time. Substituting equations 
(3) and (4) into equation (2) yields 

ePe[F(r,)-F]em'Tz= V2T+e2(Tzz-T^) (5) 

Expanding T{i}, Z, i/-) in the perturbation series 

T=T0 + eTi+e2T2+ (6) 

and substituting this expansion into equation (5) and equating 
the terms for different powers of e to zero yields the system of 
equations 

v2r, 
v2r2 

0 (7) 

Pe(F-F)eiHT0)z (8) 

J>e(F-F)eiHTl)z-(T0)zz + (T0)t (9) 

Note that to avoid the appearance of the parameter e in the 
exp (;'QT) term in equation (5), we have set e = £2'/2 = aVPr, 
where Pr = v/k is the fluid Prandtl number. The convergence 
of the method thus requires that a2 Pr is small. Physically, 
this implies that the time for heat to diffuse radially of a2 /K be 

less than one-half period of the oscillation ir/u, or 
equivalently, that a2Pr < ir. 

Equation (7) has a simple solution, independent of the 
radial coordinate i), of the form 

T0 = G(Z,tf (10) 

To find explicit solutions to the remaining functions Tt and 
T2 in the present small parameter expansion, it is necessary to 
have the terms on the right side of equations (8) and (9) be 
orthogonal to T0 over the tube cross section. That is 

2GG •\y e(F-F)]ei'l'ridri = 0 (11) 

and 

2G 
!o [Pe(F~ 

F)eiHTl)z-Gzz + G^,]VdV = 0 (12) 

The first of these conditions is satisfied identically by our 
choice of the transformation given by equation (3). An ex
plicit solution of equation (8) is now possible using the ap
propriate boundary condition that 9779rj = 0 at ?j=l 
corresponding to an insulating wall. One integration yields 

i j(T1) ,=PeG ze'*j ' [^ij)- .F]iKftj (13) 

Integrating a second time produces, after letting 7^(0, Z, 
i/0 = 0, the result 

di) 

V 
Taking the Z derivative of this last expression and substituting 
into the orthogonality condition equation (12) yields 

r, =PeGze'* [' — f V w - F J / x ^ P e G z e ' ^ r , ) (14) 
Jo » Ji 

M^io Real [{jF-F)e^\ Real [He^Udvl GZZ = GA15) 

The term within the curly bracket of this last expression is 
recognized to be the effective enhanced time-dependent 
diffusivity for heat conduction in the present geometry. On 
time averaging over one cycle of the oscillation, we find that 
the total, time-averaged, enhanced thermal diffusivity 
becomes 

Ke = nU-— Pe2f [(F-F)H* + (F-F)*H]r]dri 

where the star denotes the complex conjugate. 

(16) 

a 
c 

f 
F 

F 

G 
H 
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L 
Pe 
Pr 
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• = 
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specific heat, J/kg °C 
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radial variation of 
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oiF 
functional form of T0 

radial variation of the 
temperature term Tx 

V^i 
thermal conductivity, 
W/m°C 
tube length, m 
W0O/K, Peciet number 
V/K, Prandtl number 
axial heat flow, W 
radial coordinate, m 

t 
T 

Ta,TltT2 

T„,TC 

W 

w 
rr o 

Z 
Az 

Z 

a 

8 
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= time, s 
= temperature in tube, 

°C 
= temperature expansion 

terms, °C 
= reservoir temperatures, 

°C 
= axial velocity, m/s 
= maximum axial veloc

ity, m/s 
= axial coordinate, m 
= tidal displacement of 

fluid, m 
= multiscale axial ex

pansion variable 
= aVcj/y, Womers ley 

number 
= V2v/o), Stokes bound

ary layer thickness, m 
= small parameter used in 

multiscale expansion 

V 

f 

K 

«e 

V 

P 
T 

* 

0 

CO 

= r/a, nondimensional 
radial distance 

= z/a, nondimensional 
axial distance 

= k/pc, thermal dif
fusivity, m 2 /s 

= enhanced the rmal 
diffusivity, m2 /s 

= kinematic viscosity, 
m 2 /s 

= fluid density, kg/m3 

= at/a2, nondimensional 
time 

= e2r multiscale time 
variable 

= wa2/K, nondimensional 
angular frequency 

= angular frequency, 
rad/s 

460/Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10 -

II 

P-
- 2 

10 

— 

_ 

-

1 1 

— Eq.20 
— Ref.[5] 

/ >"" 
/ y 

// // 
/ y 

ocPr<7t-/ , , " ' 
/ x 
/ 

// 
// 

/ y 

Is 

/ i i 

•^PrrO.I -
y 

Pr=l -

^ 
*"•** 

*y 

Pr = IO 

.1 I 10 

Fig. 1 Effective thermal diffusivity variations 

I00 

Determination of the Enhanced Thermal Diffusivity 

An evaluation of equation (16) can be accomplished by 
using the velocity profile given by equation (1) and evaluating 
equation (14). This yields 

. [l - /0(V=7aij) - y ( i j 2 V^'a) / , (\ 

H(v)= ~2 „ , •—. , (17) 
a [ l - J o V ^ a ] 

where Jx is the Bessel function of order one. After some 
further lengthy manipulations, we find that the exact solution 
of equation (16) becomes 

* = '+£-K 4cr 

(" [ber'2a + bei '2a] - (4 /a)[ber 'abera + bei'abeia] 

[ (be ra - l ) 2 + (beia)2] 
(18) 

where ber a + i bei ot = J0(\P^~ia) is the Kelvin function [11] 
and the primes represent derivatives. A somewhat more 
convenient form for KC/K can be obtained by using the tidal 
displacement Az instead of the maximum axial velocity W0 in 
the above expression. For the sinusoidal oscillations con
sidered here, we have 

• I 

Az = (4/o>)W0 ] o F(.v)ydv --(2/o>W0\F\ (19) 

where F(ri) is the function defined by equation (1) with the 
vertical bars representing the absolute value. In terms of Az, 
equation (18) can be rewritten as 

/ K. \ 16a2 1 , , , 
P(a) ={-f-l) T^-^Ti = — a G(«) (20) (PrAz)2 4 

The term P(a) represents a measure of the ratio of the 
enhanced thermal diffusivity Ke to the molecular diffusivity K 
normalized in such a manner that it is a function of a only. 
That is, regardless of a, Ke will always be proportional to 
(PrAz)2/a2 provided ne>>K. Using the expansions of the 
Kelvin functions for both small and large a given in [11], we 
find the following limiting forms 

1 „ 
P(a)= — a \ a < < l 

and p^aii-wJ ,a> >1 

(22) 

(23) 

That is, [ (K C /K) - 1] is proportional to the square of the tidal 
displacement for all frequencies, and goes as the square of the 
frequency (a4) for small a and the first power of frequency 
for large a. A plot of equation (20), using tabulated values of 
Kelvin functions plus the limiting forms equations (22) and 
(23), is given in Fig. 1. We have added there the recent results 
of Watson [5] for Pr = 0.1, 1, and 10 when his results for gas 
dispersion are adjusted to the present heat transfer problem. 
Note that the results merge at approximately a2 Pr = ir, which 
is the point where the presently used multiple time scale ex
pansion technique becomes invalid. 

Effective Heat Flow Between Fluid Reservoirs 

Having determined the value of the enhanced thermal 
diffusivity as a function of a, Pr, a, and Az, we are now in a 
position to calculate the heat flow expected between the fluid 
reservoirs connecting the tubes. The effective axial heat flow 
per tube will be 

dT 
q= --KalpCKe — 

az 
(24) 

which, via equation (20) and the replacement of the tern 
perature gradient dT/dz by ~(TH — Tc)/L, can be written as 

<PrAz)2l(TH-Tc) 
q = kTta2\\+P(a) 

16a2 (25) 

where 

Here k is the fluid thermal conductivity related to the dif
fusivity by k = pcK, p is the fluid density, and c the specific 
heat. The term within the square bracket of this last equation 
can be considered to measure the ratio of axial heat flow 
through the tube under oscillatory conditions to that in the 
absence of oscillations. This ratio can be quite high. For 
example, using room temperature mercury as the working 
fluid where Pr = 0.025 and c=10~ 7m 2 /s and assuming 
Az = 0.2m, / = 8 Hz in a 10~3m dia tube, one finds a=11.2 
which, with aid of Fig. 1, yields P(a) = \02. Therefore, the 
increase in heat flow, according to equation (25), will be 626 
times that in the absence of oscillations for this case. Such an 
increase suggests that the present method can produce heat 
flows comparable, if not larger, than those achievable with 
heat pipes. Heat flows as high as 10'° W/m2 may possibly be 
reached, provided turbulence and viscous heating do not 
become a problem at the high values of Az and / needed to 
achieve this. 

Discussion and Concluding Remarks 

It has been shown that the superposition of sinusoidal 
oscillations on a fluid in a single tube or a series of parallel 
tubes connecting two large reservoirs at different tem
peratures produces a considerable increase in axial heat 

Q(«) = 

[(ber'2 a + bei '2 a) (beiabei' a + bember' a)] 
a 

[bei2 a + bei '2 a) - a(berabei' a - beiabef' a) + — a2 (ber2 a + bei2 a)] 

(21) 
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transfer between the reservoirs without a net transfer of mass. 
The physical mechanism for this enhancement is a large time-
dependent radial temperature gradient produced by the fluid 
oscillations. During most of the sinusoidal cycle, the fluid in 
the wall near region will have a temperature different from the 
core. As a result, large quantities of heat will be transfered 
radially and hence transported axially. This enhanced transfer 
does not require the existence of turbulence or cross-stream 
fluid motion. It is felt that the present transfer mechanism 
may find applications in areas where natural convection 
processes are not present and also in areas requiring very high 
heat transfer rates without an accompanying mass transfer. In 
particular, the present heat transfer method may find ap
plication in the removal of heat from radioactive fluids 
without a concomitant mass transfer as required in convection 
processes. 

Extensions of analytical work considered here should in
clude a consideration of the changes in fluid properties with 
temperature, as these will become important when the tem
perature difference between the fluid reservoirs becomes 
large. Also heating effects due to viscous effects should be 
examined, and a consideration should be given to changes in 
the heat transfer process when the walls have finite thermal 
conductivity. Experimentally, the result predicted by equation 
(25) could be verified by noting the drop in temperature in the 
hot fluid reservoir as a function of time, provided it is well 
insulated and the only heat transfer from it is through the 
connecting tubes. Such an experimental study will be the 
subject of a forthcoming paper [12]. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
lor lull papers. 

Experimental Natural Convection Heat Transfer From 
Isothermal Spherical Zones 

W. E. Stewart, Jr.1 and J. C. Johnson2 

Introduction 
Natural convection heat transfer from segments or zones of 

a sphere placed upright on a horizontal plane is addressed in 
this study. Such heat transfer takes place from small geodesic 
type structures and small spherical storage containers. 
Natural convection heat transfer from isolated spheres or 
hemispheres has been investigated by several authors [1-4]. 
Apparently there has been no work done for laminar natural 
convective heat transfer from spherical segments or zones 
other than a hemisphere. 

Snoek and Tarasuk [1] experimentally investigated the free 
convection heat transfer from a 10.2-cm-dia hemisphere for 
only a very small range of Rayleigh number, 5.36 x 105 to 
6.19 x 10s. Snoek and Tarasuk's reported results were ap
proximately that of McAdams [2] for an isolated sphere, Nu 
= 0.53 (Ra)025. 

An extensive experimental study by Jularia and Gebhart [4] 
consisted, in part, of measuring heat transfer coefficients 
from an upright hemisphere on a base in water. Their range of 
Rayleigh number varied from approximately 2 x 108 to 2 x 
109. Jaluria and Gebhart's [4] data for the hemisphere closely 
compared to the results of Yuge [3] for an isolated sphere. 
The data of both Yuge [3] and Jularia and Gebhart [4] were 
based on a Rayleigh number whose characteristic length Lc is 
the diameter d of the sphere or hemisphere. 

The heat transfer effects due to interaction between the 
environmental chamber and the spherical zones were con
sidered to be negligible due to the large distances between the 
zones and the walls of the environmental chamber [5]. 

An experimental investigation was performed to study the 
laminar [4, 6] natural convective heat transfer for a 60 deg 
zone, a 90 deg zone (hemisphere), and a 120 deg zone, all in 
the upright position. Results are compared to Yuge's [3] 
experimental results for an isolated sphere, to Jaluria and 
Gebhart's [4] results for an upright hemisphere in water, and 
to the data of Lloyd and Moran [7] for a horizontal flat plate. 

Experimental Apparatus and Procedure 
Apparatus. The experiments were performed on polished 

copper spherical zones, of 60, 90, and 120 deg as shown 
schematically in Fig. 1. All of the zones were fabricated from 
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University of Missouri-Columbia/Kansas City, Truman Campus, In
dependence, MO 64050, Mem. ASME 

Research Assistant, Mechanical and Aerospace Engineering Department, 
University of Missouri—Columbia/Kansas City, Truman Campus, In
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hemispheres 25.4 cm in diameter and 0.064 cm thick. The 
zones were made of copper to aid in the attainment of 
isothermal surface temperatures. The surface was heated by 
locating separate heating elements, wound circumferentially 
around the inner surface of the zones. 

The zones were placed at the center of a 1.2 m X 1.2 m 
square closed-cell styrofoam insulation sheet, 20.3 cm thick. 
The insulation board was provided to minimize the ex
traneous heat loss by conduction from the lower boundary of 
the zones. The upper plane of the insulation board was 
located approximately 0.75 m above the floor, at the center of 
an environmental chamber. 

Each of the zones was heated by electrical resistance wires 
located on the inner surface of the zone, each element 
covering approximately an equal portion of the inside surface 
area of the zones. For each of the zones, four of the ther
mocouples were located at the base, one at the apex, and the 
remaining thermocouples spaced between the base and apex 
along the lines separating each of the four quadrants. 

Copper-constantan teflon insulated thermocouples (24 
gauge) were used to measure the surface temperature of the 
zones. The constantan wires were soldered into 0.74-mm-dia 
holes drilled through the surface of the copper zones. This 
procedure insured the measurement of the actual surface 
temperature of the zone. The constantan wires were all 
connected to a single copper thermocouple wire, soldered to 
the inside surface of the copper zone. 

The heating element wires were cemented in place using a 
heat transfer cement. The cement held the resistance heating 
wires in place and also provided a heat flow path between the 
heating elements and the copper shell. The thickness of the 
cement was approximately 4 mm. The placement of the 
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Fig. 1 Spherical zones and experiment schematic 
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heating elements was random in relation to the placement of 
the surface thermocouples, so that the measured surface 
temperature was near a heating element in one location and 
approximately halfway between two heating elements in 
another location. This random arrangement helped verify that 
the surface temperature measured was indeed isothermal. The 
interior of the zone was filled with expanding urethane foam 
insulation to reduce conduction heat loss. 

The insulated isothermal environmental test chamber was 
approximately 2.44 m wide, 2.44 m high, and 4.88 m long. 
The chamber was constructed of plywood, and insulated with 
fiberglass approximately 9 cm thick. There were 12 ther
mocouples located inside the environmental chamber, eight in 
the eight corners and four on the walls in the center of the 
chamber to determine whether the ambient air temperature 
was uniform or stratified. The air temperatures inside the 
chamber experienced a maximum differential air temperature 
of less than 1.0°C during any experimental run and showed 
no stratification. 

Additionally three thermocouples were located just above 
the surface of the insulating board to measure the ambient air 
temperature near the spherical zone. The measured air 
temperature at these thermocouples varied less than 2 percent 
from the other twelve thermocouples measuring the air 
temperature of the environmental chamber. 

Two thermocouples were used to measure the temperature 
of the insulating foam under the spherical zones. One of the 
thermocouples was placed in the plane of the zone base and 
one approximately 8 cm below in the foam sheet. These 
measured temperatures were used for estimating the heat loss 
by conduction through the foam insulation. 

The temperatures of the zones and the chamber were 
recorded via a data acquisition system. A schematic of the 
experimental setup is shown in Fig. 1. 

The lead wires from the resistance heating elements were 
connected to the DC power supply outside the chamber. The 
experiment required between 2 and 3 hr to reach steady-state 
conditions. Once steady-state conditions were reached, the 
resistance and DC current were measured for each heating 
element. 

Data Reduction. The average heat transfer coefficient was 
calculated from the measured average surface temperature of 
the zone, ambient air temperature, and power input to heat 
the surface. The definition of average heat transfer coefficient 
is 

h=AU^fT) (1) 

where Q is the net rate of heat transfer from the surface of the 
zone to the ambient air Ts is the average surface temperature, 
Tm is the average free stream temperature, and A is the 
surface area. The net heat transfer from the surface of the 
zone was the net power input to the zone minus the heat losses 
by conduction and radiation. 

Experiments were performed for average surface to am
bient temperature differences, AT = Ts — T„, of 2°C to 
40°C. The boundary condition of uniform surface tem
perature was easier to obtain experimentally at the lower 
power settings (the lower values of AT). Hence, the surfaces 
of the zones were nearly uniform in temperature at the lower 
power settings and more nonuniform in temperature at the 
higher power settings, due to heat losses to the insulating base 
and the imperfect distribution of the heating wires on the 
inside zone surface. The variation of Ts on the surfaces at the 
lower values of AT, 2°C, was less than 1 percent, and in
creased to about 2.5 percent at the largest values of AT, 40°C. 

The heat loss by radiation from the spherical zones was 
estimated by 

Q^ = eaA(T/-Tj) (2) 
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where e is the measured emissivity for the polished copper 
surfaces, nominally 0.04. The value of <2rad from equation (2) 
represented from 5 to 10% of the heat loss from each zone. 

The conduction heat losses were estimated by utilizing two 
thermocouples to measure the temperature variation through 
the foam insulation base. In equation form, the heat loss by 
conduction was calculated as 

Gcond=-MfcA77AZ (3) 

where kt is the thermal conductivity of the foam insulation, 
A b is the cross-sectional area of the base of the zone, and 
ATIAZ is the measured temperature variation below the 
spherical zone. This calculated heat loss represented ap
proximately 5 percent of the heat loss from each zone. 

Results and Discussion 
The heat transfer configuration considered here is that of a 

uniform surface temperature spherical zone at 7^ whose base 
is on a plane of a uniform temperature horizontal surface in a 
uniform temperature air environment, the latter two both at 
T 

The boundary layer in this free convective geometry 
continues to grow from the base of the zone to the apex. This 
results in decreasing amounts of heat transfer per unit area 
across the boundary layer as the apex is approached. This 
characteristic was quite apparent in the experiments. During 
the experiments little or no power input was required to the 
uppermost resistance heating wire in order to obtain an 
isothermal surface. Thus, most of the heat loss from the zones 
occurred on the lower portion of the surface. This was 
consistent for all three zones studied. These results are 
contrary to the findings of Jaluria and Gebhart [4] and of 
Kranse and Schenk [8] where a sudden increase in heat 
transfer was noted near the apex. The data of both Jaluria 
and Gebhart [4], and Kranse and Schenk [8] were at Rayleigh 
numbers (Rad) greater than 2.5 x 108, exceeding the values in 
this investigation. 

The typical correlation for Nusselt number [2] for the case 
of natural convection is of the form 

Nu = CRa n (4) 

where C and n depend on the shape of the object. The value of 
n is typically found to be about 0.25 for laminar flow. 

The characteristic length found to yield the best correlation 
of the data was defined as Lc = A/P, the surface area A 
divided by the zone perimeter P at the base. The use of Lc 

defined in this manner may be thought of as pseudo-external 
hydraulic diameter. The use of Lc = A/P for flat plates was 
first proposed by Goldstein et al. [9]. 

For a characteristic length of Lc = d, Rad values for the 
three zones varied from 4.1 x 106 to 4.7 x 107, when the 
characteristic length Lc = d = 25 A cm for all the zones. The 
use of Lc = d for all zones does not yield a good correlation 
of the data. For Lc = d, the range of Rad for the hemisphere 
is below that of the results of [4]. 

When Lc = height of the zone H, RaH values vary between 
approximately 1.8 x 105 and 1.5 x 107. As in the case of Lc 

= d the data do not correlate as well as when Lc = A/P. 
Hence, the data were correlated using equation (4), with n 

= 0.25, and setting/^ = A/P = y, 

NuT = C(RaT)0-25 (5) 

A least-squares fit of the data for all zones using equation 
(5) resulted in the following correlation 

NuT=0.49(Ra7)0-25, (6) 

for 

60deg < 0 < 120deg, 

and 
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Fig. 2 Results for 60, 90, and 120 deg zones, in comparison to an 
isolated sphere [3], an upright Hemisphere on a base [4], and a 
horizontal flat plate [7] 

2.8 x 105 <Ra 7 <2 .8x 107, P r - 0 . 7 

The data are plotted in Fig. 2 along with equation (6). It 
should be stressed that the correlation given by equation (6) 
applies only for 6 between 60 and 120 deg. Since the 
characteristic length 7 is the ratio of the surface area A to the 
base perimeter P the correlation of equation (6) is not ap
plicable to, for example, a sphere where A/P — 00. Allowing 
the characteristic length to be equal to the diameter d for a 
sphere (0 = 180 deg) would probably result in a reasonable 
approximation of the case of a sphere sitting on a horizontal 
plane. The results of [3] for a sphere and the data for the 120 
deg zone, shown in Fig. 2, are nearly the same. 

As seen in Fig. 2, the data from the 90 deg zone shows a 
slightly smaller dependence of the Nusselt number on the 
Rayleigh number. The data from the 60 and 120 deg zones, on 
the other hand, show a slightly greater dependence of the 
Nusselt number on the Rayleigh number. There is apparently 
no physical reason for the variation of Nu dependence be
tween zones, other than experimental error. The experimental 
results of [4] for the hemisphere show essentially no variation 
in the slope of the data from n = 0.25. 

Also shown in Fig. 2 is the correlation for a horizontal flat 
plate from Lloyd and Moran [7], 

Nu L =0.54Ra L
0 2 5 (la) 

for 

and 

for 

10 5 <Ra L <10 7 , 

Nu7=0.15RaT
0-33 

1 0 7 < R a , < 1 0 ' 

(lb) 

The correlation of [7] is included here because the charac
teristic length is defined in the same manner as in this in
vestigation. All three zones show good agreement with the 
results of Lloyd and Moran [7], for the range of Ra7 in
vestigated, even though the geometrical configurations are 
quite different. 

Also shown in Fig. 2 are the extrapolated results for an 
isolated sphere (Yuge [3]), and the extrapolated results for a 
hemisphere in water (Jaluria and Gebhart [4]). The 
correlations in the investigations of [3] and [4] used diameter 
as the characteristic length. To compare the results of [4] with 
the results of this study it was necessary to modify the 
correlation, using a characteristic length of radius for the 
hemisphere. 

Yuge's [3] experimental results for isolated spheres were 
given as 

Nud = 2.0 + 0.43(Rad)025 ,LC =d=y (8) 

K R a d < 1 0 5 . 

The relationship developed from the data of Jaluria and 
Gebhart [4] is of the same form as equation (4) and, for the 
upright hemisphere with a base, is approximately correlated 
by, 

Nu7=0.53Ra7°-2 5 ,Lc = rf/2 = 7 (9) 

2 . 5 x l 0 7 < R a 7 < 2 . 5 x l 0 8 

where n was set equal to 0.25, as in [4]. 
The correlation for the data from this investigation, 

equation (6), and the extrapolated results of Yuge [3], Jaluria 
and Gebhart [4], and the correlation of Lloyd and Moran [7] 
show very similar Nusselt number results. 

An estimate of the uncertainty in the experimental data was 
made. From an estimate of the possible experimental errors in 
measuring temperatures and power input (and power losses), 
the uncertainty for Nu7 was estimated as 16 percent and the 
uncertainty for RaT was estimated as 5 percent. 

Concluding Remarks 
The new experimental data obtained were used to determine 

a correlation to predict the laminar flow [4, 6] natural con-
vective heat transfer from isothermal 60, 90, and 120 deg 
spherical zones placed upright on a horizontal base. The 
experimental data for all the zones were correlated by the 
single equation (6) to predict the Nusselt number as a function 
of the Rayleigh number. 

All of the zones investigated showed a slight variation in the 
dependence of the Nusselt number upon the Rayleigh number 
from a slope of 0.25. At the relatively large values of RaT 

encountered here the laminar boundary layer should be 
clearly developed [4, 6] on all the zones. The laminar 
boundary layer also should not dramatically change in 
character over the range of Ra7 for each of the zones. Hence, 
the slight variations from n = 0.25 are apparently due to 
experimental error. Overall, the data obtained through this 
experiment are in good agreement with the results published 
for an isolated isothermal sphere [3], an upright hemisphere 
on an insulated base in water [4], and a flat horizontal plate 
heated on the upper surface [7]. 
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Numerical Solution of the Graetz Problem for a 
Bingham Plastic in Laminar Tube Flow With Constant 
Wall Temperature 

B.F. Blackwell1 

Nomenclature 

c = ry/r„, ratio of yield 

cP 

c„ 
D 

G„ 
K 

k 
Nu, 

Num 

q"(x) 
Pe 

r 
r0 

r+ 

R„(r+) 
t(x,r) 

h 

U 

to 
« ( / • ) 

"max 

it 
U + 

X 

x+ 

Greek 

a 

n 
e 

h 

A 
p 
T 

Tw 

Ty 

stress to wall shear stress 
= specific heat at constant 

pressure 
= constant in series solution 
= pipe diameter 
= constant, see equation (9) 
= local convective heat 

transfer coefficient, hx = 
q'/Ut, -U 

= thermal conductivity 
= hxD/k, local Nusselt 

number 
= average of Nu^ between 

entrance and axial 
location x 

= wall heat flux 
= uD/a, Peclet number 
= radial coordinate 
= pipe radius 
= r/r0, dimensionless 

radius 
= eigenfunction 
= temperature 
= bulk or mixing cup 

temperature 
= uniform entrance 

temperature 
= uniform wall temperature 
= axial velocity 
= maximum axial velocity 
= average axial velocity 
= ulu 
= axial coordinate 

x/r 
= , dimensionless 

Pe 

axial coordinate 

= kip Cp, thermal dif-
fusivity 

= Bingham viscosity 

t„-t(x,r) . 
= , dimensionless 

to-te 
temperature 

= — , dimensionless 
to-te 

bulk fluid temperature, 
see equation (6) 

= eigenvalue 
= density 
= local shear stress 
= wall shear stress 
= yield shear stress 
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Introduction 
Many fluids exhibit a yield stress (T„), a stress which must 

be exceeded before the fluid will flow. Bird et. al. [1] 
presented an extensive tabulation of materials with yield 
stresses; some common examples are drilling mud, sewage 
sludge, grease, paint, and thorium dioxide/methanol. If the 
local shear stress does not exceed the yield stress, these fluids 
will not support a velocity gradient. In pipe flow geometries, 
it is possible that the fluid region near the centerline (low 
shear stress, r<ry) may move as a solid (plug flow), while the 
fluid near the wall (high shear stress, T>ry) supports a 
velocity gradient. 

This note was motivated by the desire to understand the 
heat transfer behavior of aqueous foams being used as a 
drilling fluid in high temperature petroleum and geothermal 
formations. In some applications, aqueous foams offer 
several advantages over conventional drilling fluids: (f) 
bottom hole pressure is reduced because aqueous foams have 
a much lower density than conventional drilling muds, (if) 
relatively little fall back of cuttings when circulation stops, 
and (iif) low loss of circulation in porous formations. Ad
ditional details on the thermal behavior of aqueous foams 
circulating in geothermal wellbores are presented in Blackwell 
and Ortega [2]. This article is an extension of the work of 
Wissler and Schechter [3] concerning the heat transfer 
behavior of Bingham plastics in developing tube flow. 

Analysis 

The constitutive equation for a Bingham plastic in pipe 
flow is of the form [1,3,4] 

du 
—— = 0 for T<TV 
dr * 

du _ 1 

dr -q 
Ty) for T>Ty (1) 

where u is the axial velocity component, r is the radial 
coordinate, r is the local shear stress, ry is the yield stress, and 
•q is the Bingham viscosity. For constant properties, the results 
of [1, 3, 4] can be used to express the dimensionless velocity 
profile as 

2[l-r+2-2c(l-

4 c4 

3 3 

2(1 -cf 

, 4 c4 

3 3 

- / • + ) ] 
c<r*<1 

0 < r + < c 

(2) 

Note that c = 1 corresponds to plug flow (u = «max), while c 
= 0 corresponds to laminar Newtonian flow. 

If axial conduction is neglected (Pe > 100) and viscous 
dissipation ignored, the steady flow constant property form 
of the energy equation and its boundary conditions can be 
written as 

pCpu(r) m 
dx 

= k-
1 d 

r dr 
(r-^yt(0,r) =te,t(x,r0) = t0, 

dt 

dr 

(3) 

For uniform wall temperature t0 and inlet temperature te, the 
dimensionless energy equation is 

u+ 3d 

~l~~bxA 

i d / ^ de \ 

36 (x+,0) 
dr+ = 0 

(4) 
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Table 1 Heat transfer results for developing flow of Bingham plastic 
in a tube with constant wall temperature 

c=1.0 (plug flow) 

NUx 
N*m 

81.352 
58.008 
41.502 
26.876 
19.531 
14. 
9, 
7. 
6. 
5. 
5, 
5. 
5. 
5. 
5, 
5. 

372 
844 
744 
437 
817 
783 
783 
783 
783 
783 
783 

161.146 
114.413 
81.375 
52.074 
37.322 
26.914 
17.731 
13.174 
10.063 

620 
705 
244 
968 
875 
829 
802 

.0001 

.0002 

.0004 

.0010 

.0020 

.0040 

.0100 

.0200 

.0400 

. 1000 

.2000 

.4000 
1.0000 
2.0000 
4.0000 
10.0000 

.0001 

.0002 

.0004 

.0010 

.0020 

.0040 

.0100 

.0200 

39.913 
31.453 
24.774 
18.079 
14.271 
11.299 
8.366 
6.777 
5.703 
5.111 
5.066 
5.066 
5.066 
5.066 
5.066 
5.066 

33.304 
26.265 
20.706 
15.135 
11.972 

60.569 
47.802 
37.701 
27.529 
21.704 
17.129 
12.569 
10.003 
8.069 
6.401 
5.738 
5.402 
5.200 
5.133 
5.099 
5.079 

520 
149 

50. 
39, 
31. 
22. 
18, 
14. 
10, 
8. 

.486 

.866 

.462 

.998 

.153 

.353 

.591 

.503 

Equation (4) can be solved by the classical separation of 
variables technique which leads to the Sturm-Liouville 
eigenvalue problem. The details of this are available in Kays 
and Crawford [5], and only pertinent results will be presented 
here. 

9P 

.9682847 

.9552662 

.9369734 

.9010919 

.8613197 

.8062926 

.7014360 

.5904024 

.4470782 

.2178524 

.0684313 

.0067703 

.0000066 

.0000000 

.0000000 

.0000000 

.9879594 

.9810610 

.9702898 

.9464307 

.9168451 

.8719433 

.7777295 

.6702263 

.5243750 

.2779934 

.1007254 

.0132775 

.0000304 

.0000000 

.0000000 

.0000000 

.9899536 

.9841801 

.9751443 

.9550453 

.9299621 

.8915229 

.8091051 

.7116963 

ration of 

.0400 

. 1000 

.2000 

.4000 
1.0000 
2.0000 
4.0000 
10.0000 

.0001 

.0002 

.0004 

.0010 

.0020 

.0040 

.0100 

.0200 

.0400 

. 1000 

.2000 

.4000 
1.0000 
2.0000 
4.0000 
10.0000 

.0001 

.0002 

.0004 

.0010 

.0020 

.0040 

.0100 

.0200 

.0400 

.1000 

.2000 

.4000 
1.0000 
2.0000 
4.0000 
10.0000 

x + 

6(x+ , r + ) = X}c„/?„( / -+ )exp(-Xfc+ ) (5) 

where C„ is a constant to be determined form the boundary 
conditions and R„(r+) and A„ are eigenfunctions and 
eigenvalues, respectively. The bulk fluid temperature db and 
local and average Nusselt numbers are determined by 

, ( *+ ) = -
to —tj, 

tn-t. ' "So" + 6r+dr+ 

= 8 £ ^ f exP(-A2„*+) 
A2 (6) 

Nu r 
hxD 

^ S ( X > 1 ) = ^ I > * e x p ( - A ^ ) (7) 
6h dr "b n=0 

N u m (x+ ) •• •-r ' 
x+ Jo 

NUrdx"1 

2x-
-ln(l/e6) 

where the more convenient constant G„ is defined by 

C„ dRn(l) W„m/dr+]2/2 
G„ = -

(8) 

(9) 
dr* 

A2 
f 1 ^ 

Jo ~2 

.0001 

.0002 

.0004 

.0010 

.0020 

.0040 

.0100 

.0200 

.0400 

. 1000 

.2000 

.4000 
1.0000 
2.0000 
4.0000 
10.0000 

4.493 

30.513 
24.065 
18.970 
13.860 
10.956 
8.703 

6.943 
5.593 
5.048 
4.771 
4.604 
4.549 
4.521 
4.504 

46.252 
36.524 
28.825 
21.068 
16.625 
13.139 

6.520 
5.364 
4.585 
4.126 
4.082 
4.081 
4.081 
4.081 
4.081 
4.081 

29.061 
22.921 
18.066 
13.196 
10.426 

684 
,764 
332 
.094 
,593 
.337 
,183 
,132 
106 
,091 

.274 

. 186 

.075 

.319 

.861 
!14 

.813 

.813 

.813 
3.813 
3.813 

44.053 
34.788 
27.454 
20.064 
15.830 
12.505 

208 
372 
999 
803 
314 
063 
913 
863 
838 

c=0.0 (Laminar Newtonian) 

Nu Nu 

28.244 
22.278 
17.559 
12.824 
10.130 
8.036 
6.002 
,916 
.172 
,710 
.658 
,657 
.657 
,657 
.657 
,657 

42.814 
33.810 
26.683 
19.501 
15.384 
12.152 
8.943 
7.155 
5.815 
4.641 
, 156 
.906 
.757 
.707 
.682 

4. 
3. 
3. 
3. 
3. 
3.667 

.5738254 

.3267612 

.1327436 

.0220013 

.0001002 

.0000000 

.0000000 

.0000000 

.9907923 

.9854966 

.9772039 

.9587394 

.9356627 

.9002269 

.8239285 

.7330460 

.6025852 

.3610479 

.1592788 

.0311343 

.0002326 

.0000001 

.0000000 

.0000000 

.9912281 

.9861812 

.9782760 

.9606662 

.9386436 

.9047981 

.8318034 
,7446142 
.6188482 
.3826712 
.1780752 
.0387508 
.0003994 
.0000002 
.0000000 
.0000000 

.9914737 

.9865668 

.9788795 

.9617496 

.9403183 

.9073635 

.8362189 

.7511056 

.6280276 

.3952988 

.1897101 

.0439350 

.0005458 

.0000004 

.0000000 

.0000000 

r+Rldr+ 

The development of equation (8) is given in Burmeister [6]. 
The eigenfunctions R„(r+) and eigenvalues A„ of equation 

(5) are determined from the Sturm-Liouville problem. A 
closed-form analytical solution exists for plug flow (c = 1, see 
Burmeister [6] for a discussion); Sellars, Tribus, and Klein [7] 
developed an approximate solution for laminar Newtonian 
flow (c = 0); and Wissler and Schechter [3] numerically 
determined the first seven eigenvalues and eigenfunctions for 
c = 0.0, 0.25, 0.5, 0.75, and 1.0. Additional works are 
referenced in [1]. The number of eigenvalues and eigen
functions reported by Wissler and Schechter [3] was found to 
be inadequate for small values of x+ and the calculations 
were extended to include the first 60 eigenvalues for c = 0.0, 
0.2, 0.4, 0.6, 0.8, 1.0. The numerical results presented here 
were obtained from a general purpose Sturm-Liousille 
computer code, SLEIGN, developed by Bailey [8]. 
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Fig. 1 Variation of local Nusseit number (Nux) with dimensioniess 
axial distance (x/r0)/Pe fore = 0.0,0.2, 0.4,0.6,0.8, and 1.0 

solution; for this case, the eigenvalues are the roots of 
JoO^n/Jl) = 0 and the eigenfunctions are R„(r+) = 
J0 (X„/V2 /•+). The results from SLEIGN were identical to the 
analytical solution for the number of significant digits 
printed, except for x+ = 0.0001. For example, the analytical 
result was Nux = 81.352, while the numerical result was 
81.365. The c = 1 (plug flow) results were also compared with 
those presented in Burmeister [5]; exact agreement was ob
tained for large x+ but it appears that the results of [4] are not 
accurate at small x+ . 

The results of Sellars, Tribus, and Klein [6] for laminar 
Newtonian flow (c = 0) and presented in Kays and Crawford 
[5] and Burmeister [6] do not appear to be accurate at small 
x+. The results of Table 1 are also presented graphically in 
Figs. 1-3. For c near zero, the results are insensitive to c; 
however, this is not the case for c near unity. 

P i -
Fig. 2 Variation of mean Nusseit number (Num) with dimensioniess 
axial distance (x/r0)/Pe fore = 0.0,0.2, 0.4,0.6,0.8, and 1.0 

Fig. 3 Variation of dimensioniess bulk fluid temperature (*(,) with 
dimensioniess axial distance (x/r0)/Pe for c = 0.0, 0.2, 0.4, 0.6, 0.8, and 
1.0 

Results 
Table 1 presents numerical results for the local Nusseit 

number (Nux), average Nusseit number Nu,„, and bulk fluid 
temperature as a function of the dimensioniess entry length 
x+. All calculations were performed on a CDC Cyber 
170/Model 855 computer using single precision arithmetic 
(nominally 14 1/2 digits). The series for Nux converges more 
slowly than that for 8,„. A relative convergence criteria of 
10 ~6 on the last term (normalized by the partial sum) was 
used. Sixty eigenvalues were adequate for convergence for all 
values of x+ except 0.0001; for this x+ , the relative error was 
typically less than 7 x 10 ~5 for all values of c. The numerical 
results for c . = 1.0 were compared with the analytical 
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Effects of Liquid Level on Boiling Heat Transfer in 
Potassium Layers on a Horizontal Plane Heater 

I. Michiyoshi,1 N. Takenaka,1 T. Murata,2 T. Shiokawa,1 

and O. Takahashi1 

Nomenclature 

Cl = 

E((3) = 
h = 

k, = 
LL = 

Q = 

SP = 
T — 
1 sat 

T = 
1 V 
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Fig. 1 Variation of local Nusseit number (Nux) with dimensioniess 
axial distance (x/r0)/Pe fore = 0.0,0.2, 0.4,0.6,0.8, and 1.0 

solution; for this case, the eigenvalues are the roots of 
JoO^n/Jl) = 0 and the eigenfunctions are R„(r+) = 
J0 (X„/V2 /•+). The results from SLEIGN were identical to the 
analytical solution for the number of significant digits 
printed, except for x+ = 0.0001. For example, the analytical 
result was Nux = 81.352, while the numerical result was 
81.365. The c = 1 (plug flow) results were also compared with 
those presented in Burmeister [5]; exact agreement was ob
tained for large x+ but it appears that the results of [4] are not 
accurate at small x+ . 

The results of Sellars, Tribus, and Klein [6] for laminar 
Newtonian flow (c = 0) and presented in Kays and Crawford 
[5] and Burmeister [6] do not appear to be accurate at small 
x+. The results of Table 1 are also presented graphically in 
Figs. 1-3. For c near zero, the results are insensitive to c; 
however, this is not the case for c near unity. 

P i -
Fig. 2 Variation of mean Nusseit number (Num) with dimensioniess 
axial distance (x/r0)/Pe fore = 0.0,0.2, 0.4,0.6,0.8, and 1.0 

Fig. 3 Variation of dimensioniess bulk fluid temperature (*(,) with 
dimensioniess axial distance (x/r0)/Pe for c = 0.0, 0.2, 0.4, 0.6, 0.8, and 
1.0 

Results 
Table 1 presents numerical results for the local Nusseit 

number (Nux), average Nusseit number Nu,„, and bulk fluid 
temperature as a function of the dimensioniess entry length 
x+. All calculations were performed on a CDC Cyber 
170/Model 855 computer using single precision arithmetic 
(nominally 14 1/2 digits). The series for Nux converges more 
slowly than that for 8,„. A relative convergence criteria of 
10 ~6 on the last term (normalized by the partial sum) was 
used. Sixty eigenvalues were adequate for convergence for all 
values of x+ except 0.0001; for this x+ , the relative error was 
typically less than 7 x 10 ~5 for all values of c. The numerical 
results for c . = 1.0 were compared with the analytical 

Acknowledgment 

This work was supported by the Department of Energy 
under Contract DE-AC0476DP00789. 

References 
1 Bird, R. B., Dai, G. C , and Yarusso, B. J., "The Rheology and Flow of 

Viscoplastic Materials," Reviews in Chemical Engineering, Vol. 1, No. 1, 1982, 
pp. 1-70. 

2 Blackwell, B. F., and Ortega, A., "A Quasi-Steady Model for Predicting 
Temperature of Aqueous Foams Circulating in Geothermal Wellbores," Pro
ceedings ASME/JSME Thermal Engineering Joint Conference, Vol. II, 1983, 
pp. 101-111. 

3 Wissler, E. H., and Schechter, R. S., "The Graetz-Nusselt Problem (with 
Extension) for a Bingham Plastic," Chemical Engineering Progress Symposium 
Series No. 29, Vol. 55, 1959, pp. 203-208. 

4 Bird, R. B., Stewart, W. E., and Lightfoot, E. N., Transport Phenomena, 
Wiley & Sons, New York, 1960. 

5 Kays, W. M., and Crawford, M. E., Connective Heat and Mass Transfer, 
(2d ed.), McGraw-Hill, New York, 1980. 

6 Burmeister, L. C , Convective Heat Transfer, John Wiley & Sons, New 
York, 1983. 

7 Sellars, J. R., Tribus, M., and Klein, J. S., "Heat Transfer to Laminar 
Flow in a Round Tube or Flat Conduit—The Graetz Problem Extended," 
ASME Transactions, Vol. 78, Feb. 1956, pp. 441-448. 

8 Bailey, P. B., "SLEIGN An Eigenvalue-Eigenfunction Code for Sturm-
Liouville Problems," Sandia National Laboratories, SAND77-2044, Mar. 1978. 

Effects of Liquid Level on Boiling Heat Transfer in 
Potassium Layers on a Horizontal Plane Heater 

I. Michiyoshi,1 N. Takenaka,1 T. Murata,2 T. Shiokawa,1 

and O. Takahashi1 

Nomenclature 

Cl = 

E((3) = 
h = 

k, = 
LL = 

Q = 

SP = 
T — 
1 sat 

T = 
1 V 

specific heat of liquid 
value defined in [6] 
empirical constant in equation 
(1) 
thermal conductivity of liquid 
liquid level above heating 
surface 
heat flux 
system pressure 
saturation temperature cor
responding to SP 
vapor temperature 

'Department of Nuclear Engineering, Kyoto University, Kyoto, 606, Japan. 
2Nuclear Fuel Industries, Kumatori, Osaka 590-04, Japan. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 23, 
1983. 

468/Vol. 107, MAY 1985 Transactions of the ASME 

Copyright © 1985 by ASME
  Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TWH> TwL — 

a — 

MO,o) = 
Pi = 

7 = 

Introduction 

heating surface temperature in 
nucleate boiling shown in Fig. 
lib) 
nucleate boiling heat transfer 
coefficient 
T — T 
1 wH 1 sat density of liquid 
ebullition period 

Boiling heat transfer in a thin layer of water and organic 
liquids was studied by Nishikawa et al. [1], Patten and 
Turmeau [2] and Tolubinski et al. [3]. They reported that the 
boiling heat transfer coefficients in layers thinner than 3 mm 
were larger than in pool. This was caused by large bubbles 
growing over the liquid layer. 

On the other hand, boiling heat transfer in thin layers of 
liquid metal has been studied only in our laboratory. This is 
an attractive problem not only in an academic sense but also 
because of safety considerations of the utilization of liquid 
metal for future heat transfer systems. Takahashi et al. [4] 
dealt with experiments of boiling heat transfer in a thin 
mercury layer, and they observed large bubbles growing over 
the liquid surface, beneath which dry patches were formed. 
Boiling heat transfer in a thin potassium layer was first 
studied by Takenaka et al. [5], The boiling was entirely in
termittent and the boiling heat transfer coefficient was not 
affected by the liquid level LL i? 6 mm for system pressures 
30and50torr. 

Another aspect of the effect of liquid level on the boiling 
heat transfer is related to the subcooling effect due to the 
difference of the saturation temperature between the heating 
surface and the liquid free surface by the hydrostatic liquid 
head. This effect is important for studying the boiling heat 
transfer for low system pressure and high liquid level. 

To predict nucleate boiling heat transfer, the bubble cycle 
period, the bubble departure diameter and the number of 
active sites are important factors, as stated by Mikic and 
Rohsenow [9]. Bubble cycle period of liquid alkali metal was 
studied theoretically and experimentally with sodium by Shai 
and Rohsenow [6], Experiments results with sodium showed 
good agreement with theoretical results. But the experimental 
data of bubble cycle period in thin layer of liquid alkali metal 
have never been obtained. 

This paper deals with the boiling of potassium on a 
horizontal plane heater when the subcooling-effect previously 
mentioned is negligibly small (less than a few degrees), and 
presents the experimental data of nucleate boiling heat 
transfer coefficient and bubble cycle period for various liquid 
levels less than 50 mm under system pressures between 30 torr 
(4.0kPa) and 300 torr (40.0kPa). 

Experimental Apparatus 
The boiling vessel is a type 600 Inconnel cylinder of 80 mm 

in inner diameter and 218 mm high. A horizontal heating wall 
of nickel disk of 40 mm in effective heating diameter and 6 
mm thick is situated near the center of the cylinder. This wall 
is heated by a tantalum element, to which a direct current is 
supplied. The wall temperature is measured at four points in 
the heating wall by 0.3-mm-o.d. sheathed chromel-alumel 
thermocouples, and the liquid and vapor temperatures are 
measured by the similar type thermocouples, which can be 
traversed vertically. Figure 1 shows the test section of the 
experimental apparatus, the details of which were described in 
[7]. 

Experimental Results and Discussion 
The effect of liquid level on natural convection heat 

CONDENSER 

Fig. 1 Test section: 
1 Nickel heating wall 
3 Boron nitride insulator 
5 Ceramic insulator 
7 Liquid level sensor 
9 Thermocouple slider. 

2 Tantalum heating element 
4 Nickel electrode 
6 Spring 
8 Piezo microphone 

transfer before the initiation of boiling was observed when the 
thickness of the liquid layer was decreased to the same order 
as that of the boundary layer [5, 7]. The thinner the liquid 
layer was, the smaller was the temperature difference between 
the heating surface and the vapor at fixed heat flux, and hence 
higher heat flux was needed to provide the thinner liquid layer 
with sufficient superheat for the inception of boiling. 

Experiments of boiling heat transfer were conducted when 
the vapor temperature Tv was kept near the saturation 
temperature corresponding to the system pressure. 

Boiling state in the present experimental condition is 
classified into four regions: namely, (1) nonboiling region, (2) 
intermittent boiling region, (3) stable boiling region, and (4) 
the region where dry patch formation and rewetting are 
alternatively repeated in intermittent boiling. Boiling state in 
region (4) was discussed in [7]. Typical pen-recorder chart 
traces of heating surface, liquid and vapor temperatures are 
shown in Fig. 2 (a, b). The experimental conditions are shown 
in the captions. The heating surface temperatures T„ was 
measured at the center of the wall, the liquid temperature 7", 
at the positions of 0.5 and 20 mm above the center, and the 
vapor temperature T„ at about 70 mm above the heating 
surface. In the nonboiling region (1), the heating surface and 
the liquid temperatures are superheated above the saturation 
temperature Tsat and T„ is kept near Tsal. Figure 2(a) also 
shows those in the intermittent boiling region (2). When the 
boiling occurs first at q = 4.3 x 105 W/m2, the heating 
surface and the liquid temperatures drop and the liquid 
temperature at 20 mm comes down to near TsM. After the 
nucleate boiling continues for a few seconds, it ceases and 
then it is followed by nonboiling stage. Stable boiling region 
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Fig. 2 Recorder chart traces of temperatures, LL = 31 mm, SP = 50 
torr, Ts a t = 532 °C (50 torr): (a) intermittent boiling, q = 4.3 x 105 

W/m2;(b) stable boiling, q = 6.4 x 105 W/m2 
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Fig. 3 Boiling curve, SP = 50 torr 

(3) at q = 6.4 x 105 W/m2 is shown in Fig. 2(b). The heating 
surface temperature as well as the liquid temperature at 0.5 
mm fluctuates periodically. This period represents the 
ebullition period, which can be measured more sensibly with 
the fluctuations of the liquid temperature at 0.5 mm. The 
liquid temperature at 20 mm and the vapor temperature 
fluctuate a little near the satuartion temperature. The 
averaged heating surface temperature during nucleate boiling 
is defined as the arithmetical average of TwH and T„L shown 
in the figure. This definition is also used in the nucleate 
boiling stages in the regions (2) and (4) to discuss the nucleate 
boiling heat transfer. 

The averaged ebullition period in the nucleate boiling stage 
is determined as an average over a hundred cycles of the liquid 
temperature fluctuations at 0.5 mm. 

Figure 3 shows examples of boiling curves to indicate the 
heat transfer for 8 and 31 mm liquid levels under 50 torr 
system pressure. Temperature difference is defined as Tw — 
Tv. The straight line 1 in the nucleate boiling stage is 

10 20 30 50 100 
LL mm 

£10-

5 -

" 5 

5 3 

i • i I | I I I I | 

o Present 
• Subbotin el al. (8) 

» Bonilla et al. Ho) 

i • i i I i 1111 ' r -^ 

i . i i I i i i l l . I . I I I i n i l 
10 3 0 5 0 100 300 500 

SP torr 
1000 

Fig. 4 Nucleate boiling heat transfer; (a) effect of liquid level LL, SP : 
30,50,100 torr; (b) effect of system pressure SP, LL = 30 mm 

calculated with an empirical correlation by Subbotin et al. [8], 
and the lines 2 correspond to the natural convection region for 
each liquid level. In the intermittent boiling region (2), T„ -
Tv fluctuates between the stage in the natural convection and 
in the nucleate boiling at fixed heat flux. In the natural 
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Fig. 6 Ebullition periods T versus ql(Twn - Tv), SP = 50 torr 

convection stage, Tw — Tv is smaller for lower liquid level, 
and in the nucleate boiling stage, no apparent effect of liquid 
level is seen. 

Nucleate boiling heat transfer is discussed on the stable 
region (3) as well as the nucleate boiling stages in the regions 
(2) and (4). Since the heat flux shows a tendency to be 
proportional to about third power of the temperature dif
ference, a/qin is plotted against both system pressure and 
liquid level, where the heat transfer coefficient a is defined as 
Q/(T„ — T„). Figure 4(a) shows dependencies of nucleate 
boiling heat transfer on the liquid level for system pressures of 
30, 50 and 100 torr. No apparent effect of the liquid level on 
the nucleate boiling heat transfer is observed when LL ^ 5 
mm. For LL < 5 mm, the boiling was initiated only at high 
heat flux and the dry patches were frequently formed and thus 
the nucleate boiling stage was seldom observed. Figure 4(b) 
shows a dependency of nucleate boiling heat transfer on the 
system pressure for 30 mm liquid level. Experimental data of 
nucleate boiling heat transfer from a horizontal plate to 
potassium by Subbotin et al. [8] and Bonilla et al. [10] are also 
plotted. The straight line in the figure is the empirical 
correlation by Subbotin et al. [8], which was based on few 
data obtained for subatmospheric pressure. The present 

experimental results show a slightly larger dependency on 
system pressure than that by the correlation of Subbotin et al. 

Figure 5 shows the ebullition periods for 50 torr system 
pressure and various liquid levels. It is indicated that the 
period is longer when the liquid level is lower. The same 
tendency is obtained for 30 and 100 torrr system pressures. 
Shai and Rohsenow [6] proposed an equation for the bubble 
cycle period T 

v7=-
V^ ClPl 

g/e„(0,0)-h 
•Em (1) 

where 0W(O,O) is equal to T„H - Tv (see Fig. 2(b)), E(0) is a 
value determined by thermal properties of the wall and the 
liquid, and h is an empirical constant to account for the 
convection effect, which is related to the natural convection 
heat transfer coefficient. For the sodium pool boiling, h was 
taken as constant at A = 6.8 x 103 W/m2K [6]. To make a 
comparison between the present experimental data and 
equation (1), r versus ql (TwH — Tv) is plotted in Fig. 6. The 
dependency of ql (TwH - Tv) on T in the present experimental 
data is similar to that in equation (1) though the experimental 
data are scattered, and larger empirical constant h is required 
for lower liquid level. Equation (1) may be translated into 

v7<* - L (2) 
a — h 

because q/6w(0,0) is not so much different from the boiling 
heat transfer coefficient a. — q/(Tw — T„). Since a is not af
fected by liquid level when LL ^ 5 mm, as described above, 
and natural convection heat transfer coefficient is larger in 
lower liquid level as discussed in Fig. 3, the right-hand side of 
equation (2) is larger in lower liquid level. Therefore, the 
dependency of ebullition period on the liquid level is ex
plained qualitatively by equation (1). 

Conclussion 

Experimental data are presented on boiling heat transfer 
from a horizontal plane nickel wall to potassium layers of 
various liquid levels under subatmospheric system pressures. 
Concluding remarks are as follows: 

1 Nucleate boiling heat transfer is not affected by the liquid 
level when LL ^ 5 mm. The dependency of alqin on system 
pressure is slightly larger than the correlation of Subbotin et 
al. For LL < 5 mm, the nucleate boiling stage is seldom 
observed. 

2 Ebullition period is longer for lower liquid level, and it is 
qualitatively explained by Shai and Rohsenow's equation 
applying a large value of h for lower liquid level. 

Acknowledgment 

This research was supported through the Grant-in-Aid for 
Special Projects by the Ministry of Education of Japanese 
Government. 

References 

1 Nishikawa, N., Kusuda, H., Yamasaki, K., and Tanaka, K., "Nucleate 
Boiling at Low Liquid Levels," Transactions JSME, Vol. 32, 1966, pp. 
944-949. 

2 Patten, T. D., and Turmeau, T. A., "Some Characteristics of Nucleate 
Boiling in Thin Liquid Layers," Heat Transfer 1970, Paris, Vol. V, B2.10 
Elsevier, 1970. 

3 Tolubinsky, V. I., Antoneko, V. A., and Ostrovsky, Ju. N., "Heat 
Transfer at Liquid Boiling Thin Films," Seminar International Center for Heat 
Mass Transfer 1978, Yugoslavia, 1978. 

4 Takahashi, O., Nishida, M., Takenaka, N., and Michiyoshi, I., "Pool 
Boiling Heat Transfer from Horizontal Plane Heater to Mercury under 
Magnetic Field," International Journal of Heat and Mass Transfer, Vol. 23, 
1980, pp. 27-36. 

5 Takenaka, N., Murata, T., Takahashi, O., and Michiyoshi, I., "Boiling 

Journal of Heat Transfer MAY 1985, Vol. 107/471 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Heat Transfer from Horizontal Plane Heater to Potassium," International 
Journal of Heat and Mass Transfer, Vol. 26, 1983, pp. 154-156. 

6 Shai, I., and Rohsenow, W., "The Mechanism of and Stability Criterion 
for Nucleate Pool Boiling of Sodium," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 91, 1969, pp. 315-329. 

7 Michiyoshi, I., Takenaka, N., Murata, T., Shiokawa, T., and Takahashi, 
O., "Boiling Heat Transfer in Potassium Layers on a Horizontal Plane 
Heater," Proceedings of the ASME-JSME Thermal Engineering Joint Con
ference, Vol. 1, Honolulu, 1983, pp. 207-214. 

8 Subbotin, V. I., Sorokin, D. N., Ovechkin, D. M., and Kudryavtsev, A. 
P., "Heat Transfer in Boiling Metals by Natural Convection," Israel Program 
for Scientific Translation, Jerusalem, 1972. 

9 Mikic, B. B., and Rohsenow, W. M., "A New Correlation of Pool-
Boiling Data Including the Effect of Heating Surface Condition," ASME JOUR
NAL OF HEAT TRANSFER, Vol. 91, 1969, pp. 205-211. 

10 Bonilla, C. F., Wiener, M., and Bilfinger, H., "Pool Boiling Heat 
Transfer of Potassium," Proc. High-Temp. Liquid Metal Heat Transfer 
Technology Meeting, Vol. 1, O.R.N.L.-3605, 1963, pp. 286-309. 
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flow cross-sectional area, wD1/4 
buoyancy number, 1 -pglp, 
capillary number, fij/(piDa) 
entrainment parameter, mdIAp,uc 

specific heat at constant pressure 
tube internal diameter, p,Z>w V/x, 
fraction of the total liquid flow which is entrained 
friction factor 
gravitational constant 
mass flux 
heat transfer coefficient 
thermal conductivity 
mass flow rate 
two-phase Grashof number, (gZ)3p,(p,— 

Nusselt number, hb/kt 

pressure 
Prandtl number, \t.Cplk 
effective Prandtl number for the wavy layer 
region of the film, ju.eff/p,eeff 

turbulent Prandtl number for the continuous layer 
region of the liquid film, e,„/eh 

heat flux 
Reynolds number, ucpcDI\>.g 

film Reynolds number, 4W+ 

entrainment parameter, T,5/a 
temperature; Cplptu*(Tw - T)/qw 

axial film velocity; superficial gas velocity, 
Acug/A 
shear velocity, ( W„ \/PI)VI 

dimensionless film velocity, u/u* 
dimensionless film flow-rate, 

u + dy + =Re,/4 

We = Weber number, 

x = quality 

pau
2

cD / Bo 
( — ) 
\ l - B o / 

y;y + = distance from the tube wall; piU*y/ix, 
z = distance along the tube 
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Greek Symbols 

ac = 

0 = 

e = 
5;8+ = 
<5C;5C

+ = 
5,;o(+ = 

em>eh — 
ii;v = 

p = 
a = 
T = 

Subscripts 

c = 
d = 

eff = 
g = 
i = 
I = 

sat = 
w = 

wl = 

core void fraction, Ag/ (Ag +Ad) 
interfacial shear stress parameter , defined by 
equation (2) 
fraction of total flow flowing as entrained liquid 
film thickness; p ,5«* /^ , 
wave crests thickness, p,bcu*/iii 
continuous liquid layer thickness; p,5,«*/fi, 
turbulent diffusivities for momentum and heat 
viscosity, n/p 
density 
surface tension 
shear stress 

pertains to the core 
pertains to liquid droplets in the core 
effective 
pertains to the gas phase 
liquid film-gas core interface 
pertains to the liquid phase 
saturation value 
wall 
pertains to the wavy layer 

1 Introduction 

The two-phase vertical annular flow pattern occurs in many 
situations of practical interest and consists of a liquid film 
adjacent to the channel wall and a core which consists of 
liquid droplets entrained in the gas phase. The interface 
between the liquid film and the dispersed core region is 
covered by a complex system of waves, and the wave structure 
depends on the volumetric fluxes of the two phases [1-3]. This 
rather complex flow pattern has been under investigation for 
many years and little progress has been achieved in its 
analytical modeling. 

In modeling of the liquid film, it has been a common 
practice to assume that the turbulence structure in the film is 
identical to the structure of a single-phase turbulent pipe flow 
at the equivalent distances from the pipe wall; and the effects 
of waves on the hydrodynamic and heat transfer processes are 
neglected [4]. It is possible that this assumption in turbulence 
modeling of the liquid film is responsible for considerable 
overprediction of heat transfer rate across the liquid film [4, 
5]. The experimental data in [2, 3, 6] show that the liquid film 
consists of a continuous liquid layer region close to the tube 
wall and of a wavy layer region close to the liquid film-
dispersed core interface. Based on the experimental data of 
Ueda and Tanaka [2], Ueda and Nose [3], and Chien and Ibele 
[6], Dobran [7] has deduced an effective wavy layer region 
diffusivity and integrated the two-layer liquid film structure 
into an annular flow model for the prediction of 
hydrodynamics and heat transfer rate. The resulting two-layer 
liquid film hydrodynamic and heat transfer model gives lower 
rates of heat transfer than the single-layer model in which the 
turbulence is assumed to be identical to the single-phase 
turbulent pipe flow. At equivalent distances from the channel 
wall, the new model also gives lower values for effective 
turbulence diffusivities than the single liquid layer model. 

In this paper, the results from the further development of 
the annular two-phase flow model with heat transfer are 
presented by accounting in the model for the entrainment of 
liquid droplets in the gas phase. It is shown that the effect of 
entrainment on the hydrodynamics and heat transfer can be 
significant and that the entrainment correlations should be 
used with caution, especially if they were developed on a basis 
of particular annular flow model. 

2 Hydrodynamic and Heat Transfer Model 

2.1 Hydrodynamics. An annular-dispersed two-phase 
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u;uc 

u* 
u + 

W+ 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

= 
= 
= 
= 

= 

= 
= 
= 
= 
= 
= 

= 
= 
= 

flow cross-sectional area, wD1/4 
buoyancy number, 1 -pglp, 
capillary number, fij/(piDa) 
entrainment parameter, mdIAp,uc 

specific heat at constant pressure 
tube internal diameter, p,Z>w V/x, 
fraction of the total liquid flow which is entrained 
friction factor 
gravitational constant 
mass flux 
heat transfer coefficient 
thermal conductivity 
mass flow rate 
two-phase Grashof number, (gZ)3p,(p,— 

Nusselt number, hb/kt 

pressure 
Prandtl number, \t.Cplk 
effective Prandtl number for the wavy layer 
region of the film, ju.eff/p,eeff 

turbulent Prandtl number for the continuous layer 
region of the liquid film, e,„/eh 

heat flux 
Reynolds number, ucpcDI\>.g 

film Reynolds number, 4W+ 

entrainment parameter, T,5/a 
temperature; Cplptu*(Tw - T)/qw 

axial film velocity; superficial gas velocity, 
Acug/A 
shear velocity, ( W„ \/PI)VI 

dimensionless film velocity, u/u* 
dimensionless film flow-rate, 

u + dy + =Re,/4 

We = Weber number, 

x = quality 

pau
2

cD / Bo 
( — ) 
\ l - B o / 

y;y + = distance from the tube wall; piU*y/ix, 
z = distance along the tube 
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Greek Symbols 

ac = 

0 = 

e = 
5;8+ = 
<5C;5C

+ = 
5,;o(+ = 

em>eh — 
ii;v = 

p = 
a = 
T = 

Subscripts 

c = 
d = 

eff = 
g = 
i = 
I = 

sat = 
w = 

wl = 

core void fraction, Ag/ (Ag +Ad) 
interfacial shear stress parameter , defined by 
equation (2) 
fraction of total flow flowing as entrained liquid 
film thickness; p ,5«* /^ , 
wave crests thickness, p,bcu*/iii 
continuous liquid layer thickness; p,5,«*/fi, 
turbulent diffusivities for momentum and heat 
viscosity, n/p 
density 
surface tension 
shear stress 

pertains to the core 
pertains to liquid droplets in the core 
effective 
pertains to the gas phase 
liquid film-gas core interface 
pertains to the liquid phase 
saturation value 
wall 
pertains to the wavy layer 

1 Introduction 

The two-phase vertical annular flow pattern occurs in many 
situations of practical interest and consists of a liquid film 
adjacent to the channel wall and a core which consists of 
liquid droplets entrained in the gas phase. The interface 
between the liquid film and the dispersed core region is 
covered by a complex system of waves, and the wave structure 
depends on the volumetric fluxes of the two phases [1-3]. This 
rather complex flow pattern has been under investigation for 
many years and little progress has been achieved in its 
analytical modeling. 

In modeling of the liquid film, it has been a common 
practice to assume that the turbulence structure in the film is 
identical to the structure of a single-phase turbulent pipe flow 
at the equivalent distances from the pipe wall; and the effects 
of waves on the hydrodynamic and heat transfer processes are 
neglected [4]. It is possible that this assumption in turbulence 
modeling of the liquid film is responsible for considerable 
overprediction of heat transfer rate across the liquid film [4, 
5]. The experimental data in [2, 3, 6] show that the liquid film 
consists of a continuous liquid layer region close to the tube 
wall and of a wavy layer region close to the liquid film-
dispersed core interface. Based on the experimental data of 
Ueda and Tanaka [2], Ueda and Nose [3], and Chien and Ibele 
[6], Dobran [7] has deduced an effective wavy layer region 
diffusivity and integrated the two-layer liquid film structure 
into an annular flow model for the prediction of 
hydrodynamics and heat transfer rate. The resulting two-layer 
liquid film hydrodynamic and heat transfer model gives lower 
rates of heat transfer than the single-layer model in which the 
turbulence is assumed to be identical to the single-phase 
turbulent pipe flow. At equivalent distances from the channel 
wall, the new model also gives lower values for effective 
turbulence diffusivities than the single liquid layer model. 

In this paper, the results from the further development of 
the annular two-phase flow model with heat transfer are 
presented by accounting in the model for the entrainment of 
liquid droplets in the gas phase. It is shown that the effect of 
entrainment on the hydrodynamics and heat transfer can be 
significant and that the entrainment correlations should be 
used with caution, especially if they were developed on a basis 
of particular annular flow model. 

2 Hydrodynamic and Heat Transfer Model 

2.1 Hydrodynamics. An annular-dispersed two-phase 
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•^-GAS CORE WITH 
/ / ENTRAINED 
% LIQUID 
V, DROPLETS 

Fig. 1 An annular-dispersed, two-phase flow pattern 

flow pattern in a vertical tube in upflow is illustrated in Fig. 1. 
It consists of a liquid film adjacent to the tube wall and of a 
gas core with entrained liquid droplets. The average film 
thickness is represented by 8; 8, is the continuous liquid layer 
thickness; and 8 c - 8 , is the wavy layer thickness. By 
eliminating the pressure gradient between the one-
dimensional form of momentum equations for a two-phase 
mixture and for the liquid film, assuming that the liquid film 
momentum equation adequately represents the state of the 
film in the entire (continuous and wavy layer) thickness 5, 
neglecting the liquid and gas core inertia effects and 
momentum transport through the liquid film-core interface, 
and by assuming that the core consists of a homogeneous 
mixture of gas and liquid droplets, it is possible to derive the 
following equation [7, 8] 

TV? 
CV £>+ / D + i 

Af4/3 

Bol/3CD 
, / 2 5 + \ 

- 1 = 0 (1) 

where the interfacial shear parameter /? is defined as follows 

IT, I _ r, (D'1 

0=- Bo1 (2) 
ig2(p ;-p>n i / 3 

The two-layer liquid film structure enters into the 
hydrodynamic model through a correlation for the con
tinuous liquid layer thickness 

A . = 140 TV?-433 Re-1-35 

an effective momentum diffusivity for the wavy layer 

( M ) = l + l .6x l0- 3 (« + -« , + ) 1 -» 
M; 

(3) 

(4) 

and the assumption that in the continuous layer region the 
turbulent velocity profile (or turbulence structure) is identical 
to the universal velocity profile of single phase flow [7]. For 
thin liquid films, the turbulent momentum equation may be 
written as 

= 1 
V T.J b + 

and utilizing 

du 

(5) 

(6) 

it is possible to combine these equations with the universal 

velocity profile in the continuous liquid layer region of the 
film to yield the liquid film flow rate, i.e., 

Re, f5+ r 
= J e u + dy+ = W+(b + ) + {b+-b} )[«> ( 5 / ) 4 

+ — - [ - (> - £ ) ^ ] } m 
\ U, / iv/ 

where Re, is the liquid film Reynolds number and u + (5,+) and 
W+ (8+) are given in [7]. 

2.2 Heat Transfer. The heat flux rate in the film can be 
expressed by the usual equation 

AT 
q=-(kl + plCpleh) — (8) 

dy 

and can be nondimensionalized as follows: 

dT+ / i i e,„ \ = ar+ //xefA 
dv+ Vp r , Pr„ v, ) dv+ \ u, ) 

1 S. (9) 
ix, / Preff q 

where Pr, = \x,Cpllk[ is the molecular Prandtl number, Pr„ 
= e,„/e,, is the turbulent Prandtl number, Preff = ine((/pitM is 
the effective Prandtl number and e,„ and eh are turbulent 
momentum and heat diffusivities, respectively. The turbulent 
momentum diffusivities follow from the development in 
section 2.1 and are given in [9], Also, by neglecting the 
convective energy transport along the liquid film, it is possible 
to set q/qw = 1 in equation (9) and integrate this equation 
from y+ = 0 to y+ < <5+ to obtain the temperature 
distribution in the liquid film [9]. 

Using equation (13) in the definition of Nusselt number, we 
thus obtain , 

N I L , - -
9w8 Pr,S^ 

(10) 
(Tw-T(b))k, T + ( 8 + ) 

Notice that in the wavy layer region of the liquid film, the 
heat transfer process is represented by an effective diffusivity 
and is not split into viscous and turbulent parts as in the 
continuous liquid layer region. The reason for this is that the 
diffusivity represented by equation (4) represents the tur
bulent state of a two-phase mixture, and a split into viscous 
and turbulent parts as in a single phase flow situation does not 
appear to be physically realistic. 

The hydrodynamic and heat transfer models described 
above are not complete until specifications for Rec, ac, and (3 
are made. These specifications are, therefore, considered 
next. 

2.3 Closure of the Hydrodynamic and Heat Transfer 
Model. The core void fraction ac of a homogeneous an
nular-dispersed flow can be expressed as follows [10] 

1 

l + ( l - B o ) -
(11) 

whereas the core Reynolds number Rec. follows from the 
definition, i.e., 

Rer = 
>H) xGD{ 

ucpcD V x/ 

tig 

(12) 
/*« 

where G is the total mass flux and pc is the homogeneous 
density in the core, i.e., 

pc = acpg+(l-ac)p, (13) 
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The interfacial friction parameter j3 can be expressed in 
terms of the pressure gradient, or if this is not available, in 
terms of the interfacial roughness correlation [4, 11]. 
Neglecting the inertia effect in the core and the momentum 
transfer through the liquid film-core interface, the pressure 
gradient becomes 

- f = 2 ^ + g p c (14) 
dz D 

5 
2 

Combining equations (2), (13), and (14) yields 

13 = 

dP 

dz 

4 Bo2 
Pig 

• [ ( l - a f ) + a c ( l - B o ) U (15) 

When the pressure gradient is not available, the parameter /3 
can be expressed in terms of an interfacial roughness 
correlation [4, 11]. This correlation supplies the interfacial 
friction factor/, in the equation 

Ti=^fiPcUc (16) 

in terms of the core Reynolds number Rec and film thickness 
5, i.e., 

/ , =0.079 Re^0-25 ( l + 
24 

(17) 
( l - B o ) 1 / 3 

Combining equations (2), (12), (13), (16), and (17), we obtain 

Bo1 

C181 
27V? /3[ac(l-Bo) + ( l - a c ) ] 

For the entrainment correlation, three models will be 
considered. The simplest model assumes no entrainment and 
corresponds to ac = 1, the second model is due to Whalley and 
Hewitt [11], and the third model is due to Ishii and Mishima 
[12]. 

The entrainment correlation of Whalley and Hewitt [11] is 
expressed in terms of the parameter CE as a function of the 
independent parameter S, and when use is made of the 
definitions of md = p,udAd, uc=Acud/A and ac=(Ac — 
Ad)/Ac, these parameters can be transformed into the 
following form 

• = 1 — ar 

S = l 

CE 

PI 

NY* s-< 
Bo1/3 Z?"1 Ca 

(19) 

(20) 

The parameter Ca is the capillary number and represents a 
ratio of viscous to surface tension forces. It is important to 
note that Whalley's and Hewitt's entrainment correlation was 
determined from Hewitt's [13] annular flow model and ex
perimental data. This model assumes that the turbulent 
velocity profile in the film is identical to the single-phase 
turbulent velocity profile in a tube. The data used to obtain 
the correlation pertain to air-water and stream-water mix
tures, and the correlation is valid under a hydrodynamic 
equilibrium condition in which the local entrainment is 
balanced by the local droplets deposition onto the liquid film. 

The entrainment correlation of Ishii and Mishima [12] is 
based on the low-pressure air-water data and for a 
hydrodynamic equilibrium condition. This correlation is 
expressed by 

1 1 1 1 1 
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Fig. 2 Relationship between the predicted and experimental values of 
the liquid film thickness in upflow 

£ ' = t a n h | 7 . 2 5 x l 0 ~ 7 W e 1 - 2 5 ^ — - J I (21) 

where E is the fraction of the total liquid flow that is en
trained, and We is the Weber number. Using equations (12), 
(13) and the definition of capillary number, it follows that 

We = Re?Bo1/3(l - Bo)2/3 (^) 
Ca 

[ l - a c B o ] 2 (22) 

whereas by utilizing the definitions of E, e, rhij-=irDniW+, 
and equation (12), it can be shown that 

e 

x 
( l - £ ) 

Rec 

AW+ 

(23) 

Pi 
-E 

and thus from equation (11), the core void fraction ac can be 
determined. 

The entrainment correlations expressed by equations (19) 
and (20), or by (21), (22) and (23) are similar in the sense that 
they both depend on the same parameters although this 
dependence is functionally very different. It is important to 
note that the entrainment correlation in [12] assumes that the 
mechanism of entrainment is the shearing of roll waves by the 
streaming gas velocity and that it is not produced from any 
specific model of the liquid film. 

Equations (1-4), (7), (11-13), (15) or (18), (19) and (20) or 
(21), (22) and (23) yield a closed system of equations for the 
conditions of no phase change and in hydrodynamic 
equilibrium. The latter condition is assumed only in the 
entrainment correlations. The independent parameters of the 
model are buoyancy number Bo; viscosity ratio ng/ni\ two-
phase Grashof number N,\ capillary number Ca; molecular 
Prandtl number Pr/; turbulent Prandtl number in the con
tinuous layer region of the liquid film Pr /r; and the effective 
Prandtl number in the wavy layer region of the film, Preff. 

3 Results and Discussion 
The hydrodynamic and heat transfer model presented in the 

previous section for the case without accounting in the model 
for entrainment is compared with the experimental data by 
Dobran [7]. This comparison is shown to be very reasonable 
for vertical upflow, vertical downflow, and horizontal flow. 
It is also shown that the two-layer liquid film model of tur
bulence gives lower rates of heat transfer than the single-layer 
model with single-phase flow turbulent velocity profile. 

Figure 2 illustrates the relationship between film thickness 
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Fig. 4 Comparison between experimental and predicted heat transfer 
coefficients 

and film Reynolds number as a function of the interfacial 
parameter /3 for vertical upflow. Also shown in this figure are 
the air-water data of Ueda and Nose [3] and the analytical 
predictions using three different entrainment models 
discussed in the previous section. At low (3 and film Reynolds 
numbers, all entrainment models do not affect the film 
thickness-Reynolds number distribution, and the accord with 
data is very reasonable except close to the locus of zero value 
of the wall shear stress (TW = 0) where the assumed turbulence 
model in the film is not expected to apply. At high 0 and Re/, 
however, the assumption that there is no entrainment in the 
core is not very reasonable, and a better comparison between 
the analysis and experiment is achieved when an account is 
taken in the analysis for entrainment. Note that an increase in 
the mean film thickness with an increase of the entrainment 
for fixed values of /3 results from the decrease of the con
tinuous liquid layer thickness as seen from equations (3), (4), 
(7), and (12). As can be also seen in Fig. 2, the use of Ishii's 
and Mishima's entrainment correlation in the present analysis 
gives superior results than that due to Whalley and Hewitt. 
The latter entrainment correlation is found very reasonable 
when used in conjunction with the annual flow model of 
Hewitt [13]. 

Figures 3 and 4 illustrate the comparison between predicted 
and experimental values of local heat transfer coefficients as a 
function of quality for steam-water upflow close to the 
hydrodynamic equilibrium condition for two different mass 
fluxes. In Fig. 3, the analysis is based on the experimental 

value of pressure gradient, and (3 was, therefore, computed 
from equation (15), whereas in Fig. 4, /3 was computed from 
equation (18). Both of these figures also illustrate the 
predictions utilizing different entrainment correlations. 

The accord between analysis and experiment in Fig. 3 is 
superior to that of Fig. 4 only at a high value of mass flux, 
and Whalley's and Hewitt's entrainment correlation gives 
slightly better heat transfer results than that of Ishii and 
Mishima. Lower qualities correspond to higher film Reynolds 
numbers, and at higher qualities that correspond to Re, < 
2000, the predicted heat transfer coefficients are 
overestimated. A possible reason for this overprediction is 
that the heat transfer analysis presented in section 2.2 neglects 
the convective energy transport along the film and thus un
derestimates the liquid film thermal resistance. An annular 
flow model in which no account is taken for entrainment leads 
to lower heat transfer coefficients than the one with the en
trainment. This is physically realistic, since the entrainment in 
the analysis leads to thinner liquid films and, therefore, to 
lower resistance of heat transfer. 

Using the annular flow model of Hewitt [13] and the en
trainment correlation of Whalley and Hewitt [11], Aounallah 
et al. [14] carried out the analytical prediction of their ex
perimental data, and their results are also illustrated in Fig. 3. 
Their prediction of heat transfer coefficient is higher than in 
the present analysis, and at higher Reynolds numbers (lower 
qualities) it is somewhat better than the prediction of the 
present model. At lower Reynolds numbers or higher 
qualities, the present model compares more favorably with 
the experimental data. 

A better comparison of the present model with the ex
perimental data of steam-water can be achieved by modifying 
the values of the turbulent Prandtl number Pr;, in the con
tinuous liquid layer region of the film and the value of ef
fective Prandtl number Preff in the wavy layer region of the 
film. In the results shown in Figs. 3 and 4, the former value is 
set at 0.8 and the latter at 0.5, since these values were found to 
be most reasonable in [7]. The value of Preff = 0.5 signifies 
that the interfacial waves transfer their heat energy over a 
distance which is larger than the thickness of the wavy layer. 

The disparities between analytical predictions and ex
perimental data in Figs. 3 and 4 reflect (i) the uncertainty of 
the interfacial roughness correlation expressed by equation 
(17), (//) the uncertainty of turbulence modeling in the film, 
(Hi) the uncertainty of entrainment models, and (iv) the 
neglect of convective energy transport in the film. 

4 Conclusions 
An analytic model was presented for modeling annular-

dispersed two-phase flows with heat transfer in a vertical 
upflow. The analysis incorporated a two-layer liquid film 
turbulence structure and was supplemented by using two 
recent developments for the entrainment of liquid droplets in 
the core. It is shown that the prediction of hydrodynamics and 
heat transfer from the model depends on the model for en
trainment, and that the best prediction is achieved with an 
entrainment correlation that was not developed from any 
specific model of the liquid film. The two-layer liquid film 
turbulence structure also yielded the predicted heat transfer 
coefficients that are in better agreement with the experiments 
that those predicted by utilizing the single-layer model and 
turbulent velocity profile of single-phase flow. 
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Combined Free and Forced Convection on Vertical 
Slender Cylinders 

M.N. Bui1 andT. Cebeci2 

Introduction 
Flows over cylinders are usually considered to be two 

dimensional as long as the body radius is large compared to 
the boundary layer thickness. With the slender cylinders 
considered in this paper, the boundary layer thickness may be 
of the same order as the cylinder radius and the governing 
conservation equations must be solved for axisymmetric 
flows. In this case, the equations contain the transverse 
curvature term, which strongly influences velocity and 
temperature profiles, and the corresponding skin-friction and 
wall heat transfer as the ratio of cylinder radius to boundary 
layer thickness becomes smaller. 

The magnitude of the transverse-curvature effect has been 
investigated for isothermal, laminar flows by, for example, 
Seban and Bond [1], Kelly [2], Stewartson [3] and Cebeci [4], 
and the results show, for example, that the local skin friction 
can be altered by an order of magnitude by a similar change in 
the ratio of boundary layer thickness to cylinder radius. It is 
evident, therefore, that the calculation of momentum and 
heat transfer on slender cylinders should consider the trans
verse curvature effect, especially in applications such as wire 
and fiber drawing, where accurate predictions are required 
and thick boundary layers can exist on slender, near-
cylindrical bodies. 

The results of [1-3], and of related heat transfer in
vestigations such as that of Sparrow and Gregg [5] made use 
of similarity methods and power series to obtain these 
solutions. Reference [4], in contrast, solved the boundary 
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layer equations in their differential form by a finite difference 
procedure that has been extensively tested and shown to be 
accurate and precise. A version of this solution procedure has 
been used to obtain the results presented in this paper and is 
described in [6]. The equations that have been solved are 
presented in the following section and represent conservation 
of mass, momentum, and energy. The buoyancy term is 
included in the momentum equations and the solutions 
correspond to the laminar forced-convection flow upwards 
along a vertical, slender cylinder with heat-flux boundary 
conditions that correspond to wall heating and cooling. The 
combination of free and forced convection, with the two 
acting both together and in opposite directions, represents an 
extension of free-convection solutions of Cebeci [4], which, 
like the present results, quantify the influence of transverse 
curvature in which the boundary forces aid and oppose the 
development of the boundary layer. 

Basic Equations 
We consider a steady laminar incompressible flow over a 

vertical cylinder of radius r0. The boundary layer equations 
and their boundary conditions are well known and can be 
written as 
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Richardson number, 
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Results and Discussion 
Results have been obtained for Prandtl numbers of 0.1, 1.0, 

and 10, for positive and negative heat transfer through the 
wall (i.e., heating and cooling) and as a function of the 
curvature parameter A defined in equation (10). A sample of 
the results is presented in Figs. 1 to 3 and the reader is referred 
to reference 6 for the complete set of results. 

The velocity and temperature profiles of Figs. 1(a) and 1(b) 
correspond to wall heating and wall cooling, respectively, so 
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Combined Free and Forced Convection on Vertical 
Slender Cylinders 

M.N. Bui1 andT. Cebeci2 

Introduction 
Flows over cylinders are usually considered to be two 

dimensional as long as the body radius is large compared to 
the boundary layer thickness. With the slender cylinders 
considered in this paper, the boundary layer thickness may be 
of the same order as the cylinder radius and the governing 
conservation equations must be solved for axisymmetric 
flows. In this case, the equations contain the transverse 
curvature term, which strongly influences velocity and 
temperature profiles, and the corresponding skin-friction and 
wall heat transfer as the ratio of cylinder radius to boundary 
layer thickness becomes smaller. 

The magnitude of the transverse-curvature effect has been 
investigated for isothermal, laminar flows by, for example, 
Seban and Bond [1], Kelly [2], Stewartson [3] and Cebeci [4], 
and the results show, for example, that the local skin friction 
can be altered by an order of magnitude by a similar change in 
the ratio of boundary layer thickness to cylinder radius. It is 
evident, therefore, that the calculation of momentum and 
heat transfer on slender cylinders should consider the trans
verse curvature effect, especially in applications such as wire 
and fiber drawing, where accurate predictions are required 
and thick boundary layers can exist on slender, near-
cylindrical bodies. 

The results of [1-3], and of related heat transfer in
vestigations such as that of Sparrow and Gregg [5] made use 
of similarity methods and power series to obtain these 
solutions. Reference [4], in contrast, solved the boundary 
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layer equations in their differential form by a finite difference 
procedure that has been extensively tested and shown to be 
accurate and precise. A version of this solution procedure has 
been used to obtain the results presented in this paper and is 
described in [6]. The equations that have been solved are 
presented in the following section and represent conservation 
of mass, momentum, and energy. The buoyancy term is 
included in the momentum equations and the solutions 
correspond to the laminar forced-convection flow upwards 
along a vertical, slender cylinder with heat-flux boundary 
conditions that correspond to wall heating and cooling. The 
combination of free and forced convection, with the two 
acting both together and in opposite directions, represents an 
extension of free-convection solutions of Cebeci [4], which, 
like the present results, quantify the influence of transverse 
curvature in which the boundary forces aid and oppose the 
development of the boundary layer. 

Basic Equations 
We consider a steady laminar incompressible flow over a 

vertical cylinder of radius r0. The boundary layer equations 
and their boundary conditions are well known and can be 
written as 
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dx dy r oy \ by/ 

dT dT v 1 b ( 8T\ 
dx dy Pr r dy \ oy / 

y = 0t u = v = 0, T=TW; y = 8, u = ue, T=Te (4) 

Equations (1-4) can be put into a more convenient form for 
solution by using the following transformation and dimen-
sionless variables 

firij = V dy, z=x/r0, g= — — (5) 
vx r0 Tw-Te 

together with a dimensionless stream function defined by 
t = {uevxy/2rj(z,ri) (6) 

Introducing the above relations into equations (1-4), and with 
primes denoting differentiation with respect to t\, we get 

[(1 + AT,)/"]' + ! / / • = ± Risg + z(/' - ^ - / * J ) (7) 

r(l+Ai>) , ] ' 1 , , (f,og ,df\ 

V = 0;f=f'=0,g=Ur, = Ve;f' = l,g = 0 (9) 

Here A defines the transverse curvature parameter and Ri, the 
Richardson number, 

A = 2(z/R)l/2, R i = ~ , R=^-, 

Gr=84(Tw-Te)rl (10) 
tr 

Results and Discussion 
Results have been obtained for Prandtl numbers of 0.1, 1.0, 

and 10, for positive and negative heat transfer through the 
wall (i.e., heating and cooling) and as a function of the 
curvature parameter A defined in equation (10). A sample of 
the results is presented in Figs. 1 to 3 and the reader is referred 
to reference 6 for the complete set of results. 

The velocity and temperature profiles of Figs. 1(a) and 1(b) 
correspond to wall heating and wall cooling, respectively, so 
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Fig. 1(a) The effect of transverse curvature on velocity and tem
perature profiles on uniformly heated cylinders with X = 1.0 and Pr = 1 

Fig. 1(b) The effect of transverse curvature on velocity and tem
perature profiles on uniformly cooled cylinders with X = -1.0 and Pr = 1 

that, in the former the forced convection flow is aided by the 
natural convection flow and in the latter it is opposed. The 
results correspond to equal Grashof and Reynolds number 
and to a Prandtl number of unity and, as expected, the 
velocity and temperature boundary layers aire of similar 

Pr 
, 0.1 

Fig. 2(a) The effect of transverse curvature on the dimensionless wail 
shear parameter f^,l(1^)fP and on the dimensionless wall heat flux 
9'wrt9w)ip on uniformly heated cylinders with X = 1.0 at three Prandtl 
numbers 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.1 

Fig. 2(b) The effect of transverse curvature on the dimensionless wall 
shear parameter i'i,lW'ii)ip and on the dimensionless wall heat flux 
9w/(9w)tp o n uniformly cooled cylinders with X = -1.0 at three Prandtl 
numbers 
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Fig. 3 The effect of transverse curvature on the dimensionless (a) wall 
shear parameter f^/(f^)tp and on the dimensionless (b) wall heat flux 
9wl{9w)fp at different values of X: Pr=1 

thickness. The influence of the curvature parameter A may be 
interpreted in two ways: first, for constant values of free-
stream velocity and cylinder radius; and secondly, for con
stant values of free-stream velocity and distance. From the 
first interpretation, it is clear that the effect of buoyancy 
increases with distance for the wall heating case of Fig. 1(a); 
with a larger ratio of GrL to RL, a larger effect would occur. 
The second interpretation, of greater importance here, shows 
that an increase in A, which corresponds to a reduction in the 
radius r„ results in a rapid change in the shape of the velocity 
profile and a significant, but smaller change in the tem
perature profile. The profiles of Fig. 1(b) correspond to wall 
cooling, and for large values of the ratio of GrL to RL it is to 
be expected that this arrangement would lead to separated 
flow. In the present case where X=l , the contrast with the 
profiles of Fig. 1(a) is evident with the natural convection 
tending to retard the forced convection flow. In effect, the 
natural convection acts as an adverse pressure gradient, 
whereas an increase A acts as a favorable pressure gradient. 
However, its effect is small so that it does not cause the 
velocity profiles to have overshoots as in aided flows. 

The results obtained with Prandtl numbers of 0.1 and 10 
show, for example, that the temperature boundary layer is 
some five times thicker at the lower value. With wall heating, 
the velocity boundary layer is of similar thickness to the 
temperature boundary layer for both values and the velocity 
maximum decreases with increasing Prandtl number. With 
wall cooling, the boundary layers have similar thickness at the 
lower value and the velocity boundary layer is around five 
times thicker than the temperature boundary layer at a 
Prandtl number of 10. 

The variation of the nondimensional wall shear parameter 
/,", divided by the corresponding flat-plate value, are shown 
in Figs. 2(a) and 2(b), together with corresponding 
distributions of wall heat transfer ratios for the three values 
of Prandtl number and for heating and cooling, respectively. 
As expected, the ratio of [/^/(/,")/„] increases with A for the 
case of wall heating and shows the largest effect with the 

lowest Prandtl number. With wall cooling the tendency to 
increase is rapidly overcome by the adverse pressure-gradient 
effect of the natural convection and the tendency toward 
separation is evident. The difference in the scales of the 
abscissae of the wall heat flux ratio with heating and cooling 
should be noted and stems from the limitations imposed by 
the tendency to separation in the case of cooling. The effect of 
increasing A, in the range shown, is greater in the heating 
case. 

Figure 3 extends the skin-friction and heat-flux results to a 
wide range of values of the ratio of RL and GrL, namely, X. 
The results tend to the flat-plate values as 1/A tends to in
finity. High values of X (low Richardson numbers) imply that 
forced convection is dominant and for low values that free 
convection is dominant. Thus, for particular value of 1/A, 
\f'w/(f"v)fP] tends towards the natural convection values 
reported by Cebeci [4] as IX I tends to zero. The conflict 
between free and forced convection is evident for negative 
values of X, and an increase in X results in an extension in the 
dominance of the force convection due to the favorable 
pressure-gradient effect of the increased transverse-curvature 
effect. 
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Differential Approximation to Radiative Transfer in 
Semitransparent Media 

F. H . Azad1 

Radiative transfer in a semitransparent medium is treated 
using the differential approximation. Boundary conditions 
are formulated to accommodate direction-dependent 
reflection and refraction at a dielectric interfaces. The ap
proximate results are compared to numerical solution of the 
exact integral equation. Also, a modification based on the 
exact formulation of the integrated intensity at the interface is 
presented that significantly improves the accuracy of the 
differential approximation in the optically thin regimes. 

Nomenclature 

E„ = exponential integral of order n 
G„ = direction-integrated intensity 
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Fig. 3 The effect of transverse curvature on the dimensionless (a) wall 
shear parameter f^/(f^)tp and on the dimensionless (b) wall heat flux 
9wl{9w)fp at different values of X: Pr=1 

thickness. The influence of the curvature parameter A may be 
interpreted in two ways: first, for constant values of free-
stream velocity and cylinder radius; and secondly, for con
stant values of free-stream velocity and distance. From the 
first interpretation, it is clear that the effect of buoyancy 
increases with distance for the wall heating case of Fig. 1(a); 
with a larger ratio of GrL to RL, a larger effect would occur. 
The second interpretation, of greater importance here, shows 
that an increase in A, which corresponds to a reduction in the 
radius r„ results in a rapid change in the shape of the velocity 
profile and a significant, but smaller change in the tem
perature profile. The profiles of Fig. 1(b) correspond to wall 
cooling, and for large values of the ratio of GrL to RL it is to 
be expected that this arrangement would lead to separated 
flow. In the present case where X=l , the contrast with the 
profiles of Fig. 1(a) is evident with the natural convection 
tending to retard the forced convection flow. In effect, the 
natural convection acts as an adverse pressure gradient, 
whereas an increase A acts as a favorable pressure gradient. 
However, its effect is small so that it does not cause the 
velocity profiles to have overshoots as in aided flows. 

The results obtained with Prandtl numbers of 0.1 and 10 
show, for example, that the temperature boundary layer is 
some five times thicker at the lower value. With wall heating, 
the velocity boundary layer is of similar thickness to the 
temperature boundary layer for both values and the velocity 
maximum decreases with increasing Prandtl number. With 
wall cooling, the boundary layers have similar thickness at the 
lower value and the velocity boundary layer is around five 
times thicker than the temperature boundary layer at a 
Prandtl number of 10. 

The variation of the nondimensional wall shear parameter 
/,", divided by the corresponding flat-plate value, are shown 
in Figs. 2(a) and 2(b), together with corresponding 
distributions of wall heat transfer ratios for the three values 
of Prandtl number and for heating and cooling, respectively. 
As expected, the ratio of [/^/(/,")/„] increases with A for the 
case of wall heating and shows the largest effect with the 

lowest Prandtl number. With wall cooling the tendency to 
increase is rapidly overcome by the adverse pressure-gradient 
effect of the natural convection and the tendency toward 
separation is evident. The difference in the scales of the 
abscissae of the wall heat flux ratio with heating and cooling 
should be noted and stems from the limitations imposed by 
the tendency to separation in the case of cooling. The effect of 
increasing A, in the range shown, is greater in the heating 
case. 

Figure 3 extends the skin-friction and heat-flux results to a 
wide range of values of the ratio of RL and GrL, namely, X. 
The results tend to the flat-plate values as 1/A tends to in
finity. High values of X (low Richardson numbers) imply that 
forced convection is dominant and for low values that free 
convection is dominant. Thus, for particular value of 1/A, 
\f'w/(f"v)fP] tends towards the natural convection values 
reported by Cebeci [4] as IX I tends to zero. The conflict 
between free and forced convection is evident for negative 
values of X, and an increase in X results in an extension in the 
dominance of the force convection due to the favorable 
pressure-gradient effect of the increased transverse-curvature 
effect. 
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Differential Approximation to Radiative Transfer in 
Semitransparent Media 

F. H . Azad1 

Radiative transfer in a semitransparent medium is treated 
using the differential approximation. Boundary conditions 
are formulated to accommodate direction-dependent 
reflection and refraction at a dielectric interfaces. The ap
proximate results are compared to numerical solution of the 
exact integral equation. Also, a modification based on the 
exact formulation of the integrated intensity at the interface is 
presented that significantly improves the accuracy of the 
differential approximation in the optically thin regimes. 

Nomenclature 

E„ = exponential integral of order n 
G„ = direction-integrated intensity 

Corporate Research and Development, General Electric Company, Schenec
tady, N.Y. 12345, Assoc. Mem. ASME 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 20, 
1984. 

478/Vol. 107, MAY 1985 Transactions of the ASME 
Copyright © 1985 by ASME

  Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Iv = directional intensity 
n = surface normal vector 

nov = surrounding refractive index 
nmv = medium refractive index 

q = radiative flux 
R* = function defined by equation (106) 
Rk„ = function defined by equat ion (10c) 

s = direct ion vector 
7* = function defined by equat ion (10a) 

t = interface transmissivity 

Greek Letters 
7 = function defined by equation (8) 

K„ = spectral absorpt ion coefficient 
/x = direction cosine 
v = frequency 
p = interface reflectivity 
T = optical distance 

Introduction 
Heat transfer analysis in semitransparent materials such as 

glass is complicated by the fact that in addit ion to internal 
conduction, t reatment of various radiative effects is also 
required. These effects include absorpt ion, emission, and 
multiple internal reflections of radiat ion. The latter 
phenomenon is particularly significant when dealing with 
relatively thin material samples. Also most semitransparent 
materials exhibit strongly wavelength-dependent properties, 
thus necessitating spectral t reatment of the radiative problem. 

A n excellent review of heat transfer analyses in 
semitransparent solids is presented by Viskanta and Anderson 
[1]. Several papers by Gardon [2, 3] represent some of the 
more comprehensive analyses available in the li terature. These 
t reatments have generally employed the integral approach to 
solution of the equat ion of radiative transfer and have thus 
been limited to the simple planar geometry. Moreover , use of 
the integral formulat ion in transient problems involving both 
conduction and radiat ion results in a partial in-
tegrodifferential equat ion, the numerical solution of which 
(even in plane-parallel geometry) is quite cumbersome. A n 
alternative approach is to use the differential formulat ion of 
radiative transfer. 

The differential approximat ion has been used successfully 
in a variety of applications (e.g., [4-6]) in radiative transfer. 
This method results in differential governing equations and is 
more conveniently extendible to multidimensional geometries 
and spectral t reatment . The major drawback of the s tandard 
differential approximat ion , however, is its l imitation to 
optically thick condit ions. 

Recently Amlin and Korpela [7] used the differential ap
proximat ion for analysis of radiative transfer in a two-
dimensional semitransparent solid. In extending the s tandard 
differential approximat ion boundary conditions to a 
semitransparent interface, however, they assumed a direction-
independent interface reflectivity. Fur thermore , the accuracy 
of the differential approximat ion in optically thin regimes was 
not discussed in this analysis. 

Improvements to the differential approximat ion in the 
optically thin and intermediate regimes were presented in 
several papers by Modest [8-10]. This approach involved the 
evaluation of several geometric factors based on the exact 
formulat ion of the radiat ion intensity in order to ac
commodate the optically thin limit. Modest ' s results for gray 
media bounded by opaque walls were in excellent agreement 
with Monte Car lo and zone solutions. 

In this paper , (0 a formulat ion for the s tandard differential 
approximat ion boundary condition at a semitransparent 
interface is presented; (if) the exact integral equat ion for 
radiative transfer in a semitransparent medium [1] is solved 
numerically, and the results are used for comparison to the 

Fig. 1 Dielectric interface 

differential approx ima t ion ; (Hi) a modif icat ion (based on the 
exact fo rmula t ion of the integrated intensity at the interface) 
is presented which significantly improves the accuracy of the 
differential approx ima t ion in optically thin regimes. 

Analysis 
The divergence of the radiat ive heat flux, which appears as 

the source te rm in the overall energy equat ion , is given by [1] 

( OO 

o K,(4irnl,Jb, - Gv)dv (1) 

where q„ is the radiative flux, KP is the spectral absorption 
coefficient, «m„ is the refractive index of the medium, lbv is 
the blackbody intensity, and the subscript v denotes frequency 
dependence. In Equation (1), G„ is the direction-integrated 
intensity. Using the differential approximation [11] and 
eliminating the radiative flux in favor of the integrated in
tensity yields 

V2G„-3K;G„=-127rn?„„K^ (2) 
For a given temperature field, Ib„ is known and G„ is the only 
unknown to be determined subject to the appropriate 
boundary conditions. 

Figure 1 depicts a dielectric interface at which boundary 
conditions for equation (2) are to be evaluated. The intensity 
arriving at this interface from the optically thick medium can 
be expressed as [11] 

/,+ (s)=-i(G„ + 3q,,.s): (s-n<0), (3) 
4ir 

where s is the unit direction vector, n is the unit interface 
normal pointing into the medium, and I* is the intensity 
traveling towards the interface. The downward traveling 
intensity I~ (Fig. 1) is composed of two components; (/) the 
specularly reflected portion of /+, and (if) partial trans; 
mission (refraction) of any externally incident radiation /;, 
into the s direction, namely 

I; (s) = p(s • n)/+ (s - 2(n • s)n) 

+ (^ ) 2 / ( s .n ) / i , ( s ) : (s-n>0), (4) 

where p is the internal interface reflectivity, / is the external 
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Fig. 2 Slab geometry 

transmissivity, and nov is the refractive index of the 
surrounding. In the present analysis, the directional interface 
properties are obtained by averaging the two components of 
polarization [12]. With \i= ls»nlthe resulting expressions 
become 

Fig. 3(a) Isothermal slab 1100 K, surrounding at 300 K, Tre, = 1100 K 
n m =1 .5 

0 < / i < ^ c : / O ( / x ) = l 

i f / / . - V i ? ^ \ 2 

2 <A p + yfF—fiJ 

/Ml-^)-V^-^\ 2") 

where 

and 
i 

M ^ f 1 _ ( ^ ) 2
( 1 _ M 2 ) ] 2 ^ ^ 

(56) 

(5c) 

(5d) 

The boundary condition to equation (2) can now be obtained 
from an energy balance at a point just inside the interface 

n«q„ = n»\ s/+rffi + n« I si; dU (6) 

where rffi denotes integration over solid angles. Using 
equations (3) and (4) in (6) then yields 

n«VG„- -K„YG„= -6%Kvy( - ^ J I'dv 

where Pdv is the diffuse externally incident intensity, and 

(7) 

1-2 1 p(\i)vd\>. 
Jo 

y = 

1+3 Jo ^ 
(8) 

dix 

In equation (8), the broken integral sign denotes integration in 
the two separate regions defined by equation (5a). 

Equations (2) and (7) constitute the differential 
approximation for a semitransparent medium with direction-
dependent interface properties. Note that for given values of 
the medium and surrounding indices of refraction, y can be 

Fig. 3(6) Isothermal slab at 1100 K, surrounding at 300 K, Tref =1100 
K,nm =1.5 

evaluated once and for all. For the results presented in this 
paper, y was computed by Gaussian quadrature and a finite 
difference scheme was used for the numerical solution of 
equation (2). 

In optically thin situations, the radiation field within a 
semitransparent medium is governed by the externally 
incident radiation, refraction at the interfaces, and multiple 
internal reflections. In such cases, the differential 
approximation boundary conditions can no longer yield 
accurate results. On the other hand, because of the low 
internal attenuation, the integrated intensity does vary 
significantly within the medium. Therefore, solution of 
equation (2) with more accurate boundary conditions can be 
expected to yield acceptable results for the integrated 
intensity. For a one-dimensional slab, such boundary 
conditions can be obtained from the exact solution [1]. The 
resulting expressions for a slab of optical thickness TLV are 

G,(T, = 0) = 2x/i^[[l+/?J(0,0)]/6,(0) 

- lRl(P,TL,)-E2{TL,y\Ib,{TL,) 
+ (.[n(0) + n(2rLv)]Il + m(rLr) 

+ \7
Q

U (d-^)m(P,v) + E2(V)]dV], (9a) 

and 
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G„(T„ = TL„ = 2T/iL([l+^2(0,0)]/6 ,(T t ,) 

- [ / ? ! (0 ,T t , ) -£ 2 (T L , ) ] / 6 , (0 ) 

(9b) 

where ld and I2,, are the diffuse externally incident intensities 
at the T , , = 0 and T„ = 7L„ boundaries, respectively. In 
equations (9), E2 is the exponential integral of order two, and 
the geometric functions T*n and R* turn out to be 

pHl*)Hii'yezv(.-T/p)ii'-2 

rkn(T)=\l • dp. 
l- /o

2(/i)exp(-2rz ,//i) 

/?;(T,1/)-[/?i(T+l/)-/?5(2Tz. + T-1j)] 

- ( - i r [ ^ , ( 2 r L - r - ^ ) - ^ ( 2 r L - r + ^ ) ] 

1 p*(/x)exp(-T//i)/x"^2 

*sw-Jo -rf/t 

(10a) 

(106) 

(10c) 
l - /o

2( / t )exp(-2rL /^) 

Equations (2) and (9) constitute the modified differential 
approximation. While the new boundary conditions are more 
complex than those of the standard differential 

approximation, the computation time they require is 
substantially lower than that for the full exact solution. 

Results and Discussion 

In order to demonstrate the validity range of the standard 
differential approximation, and increased accuracy obtained 
through the modified formulation, a slab geometry (Fig. 2) 
with a number of temperature profiles is considered. Figures 
3(a) and 3(Z?) depict a comparison of the two approximate 
models to the exact solution in an isothermal slab. At low 
values of the optical thickness the standard differential 
approximation underprcdicts the results for the integrated 
intensity. The modified solution, however, is coincident with 
exact results. With increased optical thickness, the accuracy 
of the standard differential approximation improves at the 
interior points. At the boundaries, however, the sudden 
temperature jump is not satisfactorily accommodated by the 
standard differential approximation. The modified 
formulation, on the other hand, yields good results in both 
regimes. 

The effect of a quadratic temperature distribution is 
demonstrated in Figs. 4(a) and 4(b). Under this condition, the 
accuracy of the standard differential approximation improves 
near the boundaries and both approximate methods yield 
good results in optically thick conditions. In the optically thin 
regime, however, the modified formulation is again superior. 

Summary and Conclusion 

The differential approximation for a semitransparent 
medium bounded by dielectric interfaces was formulated. The 
approximate results were compared to the exact integral 
solutions for a semitransparent slab. Also, a modification 
based on accurate evaluation of the integrated intensity at the 
boundaries was presented that significantly improved the 
performance of the differential approximation in optically 
thin regimes. The modified formulation in its present form is 
applicable to planar and high-aspect-ratio geometries. 
Extension to more complex shapes would require the 
evaluation of appropriate geometric integrals. 
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Radiative and Convective Transfer in a Cylindrical 
Enclosure for a Real Gas1 

T. F. Smith2, Z. F. Shen3, and A. M. Alturki4 

Introduction 

Analysis of convective and radiative transfer in fossil-
fueled energy units represented by a cylindrical system may be 

• based on solution of the governing integro-differential 
equations utilizing band models [1], flux methods [2], 
spherical harmonics methods [3], or zone methods [4]. The 
zone method has a wide range of application to energy 
generation systems, exhibits the ability to predict real gas 
behavior in multidimensional systems, and has been suc
cessfully employed to examine temperature distributions and 
heat transfer rates in furnaces and circular enclosures [5-12]. 
Therefore, the zone method is adopted for this investigation. 
Although several previous investigations using the zone 
method, as well as other methods, have been performed, a 
systematic approach is lacking for the study of laminar and 
turbulent flow of a real gas in straight ducts where 
multidimensional radiation effects are included. Important 
factors such as the flow conditions (namely, laminar or 
turbulent), boundary conditions, and entrance effects are of 
interest. 

The purpose of this study is to examine the interaction of 
gaseous radiative transfer with conductive and convective 
transfer for flow in a black wall circular duct. Results of 
interest consist of axial and radial gas temperature profiles 
along with wall heat flux distributions or wall temperatures 
for various values of the system parameters. 

Analysis 

System Description. The system consists of a gas flowing 
through a circular duct of length L and diameter D as depicted 
in Fig. 1. The gas enters the duct with steady-state, fully 
developed and laminar or turbulent conditions, and specified 
temperature profile. Furthermore, the gas exhibits constant 
properties with the exception of those for radiative transport. 
The gas absorbs and emits thermal radiation with temperature 
and pressure-path length-dependent radiative properties 
described by the weighted sum of gray gases model. Axial 
conduction is negligible within the gas and duct wall [11, 13]. 
Radial conduction in the duct wall is neglected but is ac
counted for in the gas by introducing molecular and turbulent 
transport quantities. The duct wall is black, and a prescribed 
heat flux based on the duct wall area or temperature 
distribution exists. A volumetric heat source may be 
distributed within the gas in order to simulate a combustion 
process. The inlet and outlet surfaces are porous to gas flow 
but are black surfaces for radiative transfer. The inlet surface 
is assigned the inlet gas temperature distribution and the 
outlet surface assumes the outlet gas bulk temperature. 

Governing Equations. The zone method consists of 
dividing the enclosure into a number of volume and surface 
zones where each zone is taken to be isothermal with uniform 
properties. The gas is divided into volume zones with radial 
width B=D/2N and axial length H=L/M where N and M 
denote the number of radial and axial zones, respectively. Gas 
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volume zone V-,j is considered first, where the first and 
second subscripts denote, respectively, radial and axial zone 
locations. By using the finite difference technique and in
troducing dimensionless variables and parameters the energy 
balance for this zone is written as 

^•unhj-i-hj) 

8A^(/-i) r i 
+ 

r i E,^J+EU -i 

[pi + 4 <»'-'.;-MJ 
8N*i r 1 EI+1J+EU I 

+ ~2i^Y Lpi + 4 «W-«U>J 

2 / - 1 

87V2, 

PeN 
(rrQf,j + Qu) = 0 (1) 

The first term in equation (1) represents the change in en
thalpy of the gas flowing through the zone, the next two terms 
are the net radial conduction and turbulent transport with 
respect to the inner and outer radial surfaces of the considered 
zone, the fourth term is the net radiant energy gained by the 
volume zone as stated later, and the last term is the heat 
generation within the volume zone, u* is the gas velocity u 
normalized with the gas mean velocity um. The temperatures 
are made dimensionless with a reference temperature of Tr. 
Pe is the Peclet number describing the ratio of enthalpy flow 
of energy to gas molecular conduction and is the product of 
the Reynolds number Re and gas molecular Prandtl number 
Pr. The importance of gas molecular conduction to blackbody 
radiation at the reference temperature is described by N 
(=k/4DoTr

i), with k denoting the gas thermal conductivity 
and a the Stefan-Boltzmann constant. E is the ratio of eddy 
diffusivity for heat transfer eH to the product of gas mean 
velocity and duct radius R and is evaluated at the midpoints 
between two zones. rr = nTrD and is the reference optical 
depth defined in terms of the total absorption coefficient KT at 
the reference temperature and the duct diameter. When /= 1, 
2, or N, and y'=l to M, the thermal diffusivity terms in 
equation (1) are expressed in a similar manner, and [13] 
should be consulted for specific expressions. 

Using the finite difference technique for a wall area zone 
Awj, where j denotes axial wall zone location, introducing 
dimensionless variables and parameters, and assuming a 
second degree polynomial for the gas temperature to evaluate 
the gas temperature gradient at the wall [13], the energy 
balance for a wall zone is 

Q*j + Qwj=4N(AleN_lJ+Bl6NJ + Cl6wj) (2) 

where specific expressions for the polynomial coefficients of 
AltBu and Cj are furnished in [13]. QWi,- is the imposed wall 
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heat flux when the wall temperature Tw is sought or is the 
resulting wall heat flux when Tw is prescribed. QRj is the net 
radiant energy gained by the wall. 

The fully developed parabolic velocity profile is used for 
laminar flow conditions. Expressions for the fully developed 
turbulent profile are present next followed by those for the 
radiant energy terms of Qfj and Q„j. 

Eddy Diffusivity. In order to describe the velocity 
distribution for turbulent flow, the dimensionless velocity and 
wall coordinates are introduced as follows 

y+ = 
y4rj~p 

(3) 

where p and v are the gas density and kinematic viscosity, 
respectively. The wall shear stress TW is expressed as [14] 

T,,,=0.039pM?„Re-0-25 (4) 

and y = R — r. Within the viscous sublayer, the velocity 
profile for 0 < y+ < 8 varies linearly with y+ and for 8 < 
y+ < 20, Spalding's law of the wall [15] is used. For the outer 
region where y+ > 20, the one-seventh power law [14] is 
used. By using the Prandtl mixing length theory, the 
dimensionless eddy diffusivity for heat transfer is represented 
by [14,16] 

£ = 0.17490>*)-6/7 (0.14-0.08(1 -y*)1 

-0.06(1 -y*)4 )2 /Pr, (5) 

where Pr, is the turbulent Prandtl number which varies with 
y+ according to the expression provided in [14] and y* = 
y/R. The eddy diffusivity for heat transfer is taken to be zero 
within the viscous sublayer [14]. 

Nusselt Numbers. The Nusselt number is expressed as the 
sum of the convective and radiative Nusselt numbers given, 
respectively, by 

Nuf= ,. Qh . (6) 
( @w,x ~ @b,x ) 

Nu? = oR 1 

4N iews-BbtX) 
(7) 

and 6bJC is the local bulk gas temperature obtained by in
tegrating the product of gas temperature and velocity profiles 
over the duct cross section. Q^,x and QR

:X are the wall con
ductive and radiative heat transfer at location x. It should be 
noted that Nuf depends on the radiant exchange process. 

Gas Radiative Properties. The zone method of analysis 
utilizes total radiative properties as represented by the 
weighted sum of gray gases model [17]. The total absorption 
coefficient is evaluated from [18] 

- ( D = Z^K„a^(T) (8) 

where K„ are the gray gas absorption coefficients with Ng 

denoting the number of gray gases. at<n are the temperature 
weighting factors which are described in terms of polynomials 
in temperatures. Values for the absorption and polynomial 
coefficients for carbon dioxide, water vapor, and mixtures of 
these gases are available for a total pressure 1 atm, a tem
perature range of 600 to 2400 K, and a partial pressure-path 
length range of 0.001 to lOatm-m [17]. 

Direct Exchange Areas. Direct exchange areas represent 
fundamental factors for evaluation of radiative transfer in 
participating gases utilizing the zone method of analysis. 
Direct exchange area expressions reported by Smith et al. [19, 
20] are utilized in this study. Directed flux areas [4, 10, 13, 20] 
were evaluated from weighting factors and direct exchange 
areas. 

Radiant Energy. The dimensionless net radiant energy 
gained per unit volume for a volume zone can be represented 
as 

oR = 
M 

4r,(2/-l){ 

M 

( N 

^ i— i • k=\ 

N M 

+ E W,G, jdi+ £ £ G*,,G, A A ~ -^ K j (9) 
/=1 k=\ 1=1 J Tr 

The first three terms account for radiant energy emitted by the 
inlet and outlet end and wall surface zones and absorbed by 
the volume zone, respectively, the fourth term represents the 
absorption of radiant energy from all volume zones, and the 
fifth term is the emission by the volume zone itself. T(] y is the 
optical thickness given by the product of the total absorption 
coefficient evaluated at T, j and D. The surface to gas and gas 
to gas directed flux areas of EG, WG, and GG are normalized 
by the factor irB2 as found convenient [19]. 

The radiant energy term for a wall zone after dividing by 
the wall zone area and employing dimensionless variables can 
be written as 

O R • = 
M 

4/V2! 

r N 

W,<, + E<uWX* 

+ X>,w,</+ £ XX,wX/ (10) 

where the first three terms represent the radiant energy 
emitted by the end and wall zones and absorbed by the wall 
zone, respectively, the fourth term is the absorbed radiant 
energy from all volume zones, and the last term is the 
emission by the wall zone itself. Surface to surface and gas to 
surface directed flux areas are designated by EW, WW, and 
GW. 

Radiant exchange for a gray gas is characterized by the 
optical depth TOJ which is expressed in terms of a gray gas 
absorption coefficient and duct diameter. Furthermore, the 
directed flux areas in the radiant expressions are replaced with 
the direct exchange areas. 

Solution Scheme. An iteration solution scheme was 
employed to solve for the gas temperatures. Within this 
scheme, the radiant emission term for each iteration was 
linearized [21] by 6 ~ 93

pd, where 6p is the previous iteration 
temperatures. This linearization helped maintain stability and 
improved convergence. It should be noted that this 
linearization does not restrict the applicability of the results to 
small temperature differences. 

Results and Discussion 

The analysis yields the parameters of the Peclet and 
molecular Prandtl numbers, gas conduction to radiation 
parameter, gas radiative properties, volumetric heat 
generation, length to tube diameter ratio, and duct diameter. 
The molecular Prandtl number was taken as 0.71 to be typical 
of a gas. The Peclet number was assigned values of 2000 and 
10,000 for laminar and turbulent flows, respectively. The 
cylindrical system was chosen with a length to diameter ratio 
of 5. The characteristic length of the system was selected as 
the tube diameter which was assigned a value of 1 m to satisfy 
the partial pressure-path length product of the gas properties. 
Unless otherwise noted, reference to a real gas (RC) implies a 
radiatively participating gas at a total pressure of 1 atm and 
an equimolal mixture of carbon dioxide and water vapor each 
existing at a partial pressure of 0.1 atm. In addition, certain 
parameters appear in the solution scheme. For the results, 

Journal of Heat Transfer MAY 1985, Vol. 107/483 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6e = 2.5, 8W=1.0, Pr = 0.71, N = 0.0025, 
Q = 0.0, f = 5, D=lm, T, = 800K 

Pe=2000 Pe= 10,000 

(a) LAMINAR FLOW (b! TURBULENT FLOW 

Fig. 2 Effects of flow conditions and gas radiative properties 

presented, N = 10 and M = 40, which yield an axial to radial 
zone with ratio of 2.5. Results are presented for an inlet gas 
temperature of 2000 K and a reference temperature of 800 K 
to satisfy the temperature range of the gas properties. 

Gas Temperature. Representative results for gas tem
perature distributions for pure convection (PC) and RC cases 
are illustrated in Fig. 2 for gas cooling where the wall tem
perature is specified at 1.0, inlet gas temperature at 2.5, N = 
0.0025, and Q = 0. Laminar and turbulent flow results are 
presented in the left- and right-hand columns of Fig. 2. The 
intersection of the grid lines represent the gas temperature at 
the zone center. The inlet is at x/D = 0 and the wall is along 
r/D = 0.5. The gas temperature profiles are more uniform 
and the gas exiting temperatures are higher for turbulent flow 
than for laminar flow. Gas radiation is seen to reduce the 
centerline gas exiting temperature from near 2.5 to 1.5 for 
laminar flow and to 2.0 for turbulent flow. 

Wall Heat Flux. Wall heat flux distributions for a 
uniform wall temperature are displayed in Fig. 3 for turbulent 
flow and several cases where the degree of radiant energy 
participation in the heat transfer processes is varied. The 
values of Q„ for gas cooling are negative, signifying that 
energy must be removed from the wall to maintain its tem
perature. To simplify the discussion, the absolute value of the 
wall heat flux is signified and denoted by Qw. Molecular and 
turbulent transfer and enthalpy flow are included in the PC 
case and gas and surface radiation is absent. In the CC case, 
the gas is radiatively transparent but surface radiant exchange 
occurs. The gray gas cases are characterized by T0 . Finally, the 
RC case includes all modes of heat transfer along with a real 
gas. Except for the PC results, Qw is highly nonuniform with 
high values near the high-temperature inlet, decreases with 
x/D, and may increase near the outlet due to the radiant 
exchange with the high temperature outlet surface where this 
is particularly noticeable for the CC case. Near the inlet, 
values of Qw are ordered according to the participation of the 
radiant exchange process. Note that the gray gas result for r0 
= 10 are lower than those for T0 = 1.0 for x/D > 0.4. For a 
very large value of T0, QW would approach the PC results [22]; 
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Wall heat flux results for RC are reasonably described by 
the gray gas results when T0 =0 .1 . This implies that the real 
gas is not a strong participator in the radiant exchange 
process. The real gas optical depths range from 3.11 at 800 K 
to 0.34 at 2400 K. As shown in Fig. 2 gas temperatures are 
generally within the range of 1500 to 2000 K for turbulent 
flow. The real gas optical depths for these temperatures is 
approximately 0.7. Gray gas results for Qw using these optical 
depths do not correspond with the real gas results. Thus there 
does not at present exist a systematic method for predicting 
real gas results using a gray gas. 
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Nusselt Number. Representative results for the local 
Nusselt number are presented in Fig. 4 to illustrate the in
fluence of the flow conditions and radiant participation of the 
gas. These results are for Be = 2.5 and a uniform wall tem
perature distribution with 6„ = 1.0. The degree of par
ticipation by the gas in the radiant exchange process is shown 
by cases for PC, gray gas (GG) with T0 = 0.1, and RC. A 
third letter appended to these acronyms designates laminar 
(L) or turbulent (T) flow. The results for PCL and PCT were 
computed using a fine zone pattern to account for the steep 
temperature gradients near the wall, especially for turbulent 
flow. The local Nusselt numbers decrease with axial distance 
and, for the radiating gas cases, increase near the duct outlet. 
As expected, the Nusselt numbers for turbulent flow are 
higher than those for laminar flow. In comparison with the 
results for PC, the Nusselt numbers with gaseous radiation 
accounted for are larger by at least a factor of ten. In ad
dition, the percentage differences between laminar and 
turbulent flow results are smaller for the cases when gaseous 
radiation exists. For example, the Nusselt numbers near x/D 
= 2.5 differ by about 400 and 75 percent with and without 
gaseous radiation, respectively, where both percentages are 
based on the laminar flow results. The Nusselt numbers for 
the radiation cases have not approached constant values 
indicative of fully developed flow conditions. This finding is 
partially attributed to the influence that the outlet end has on 
the radiant exchange process. 

Conclusions 
The analysis of heat transfer for laminar or turbulent fully 

developed flow with developing temperature profiles of a 
radiatively participating gas through a black wall circular tube 
is presented for prescribed wall temperature and heat flux 
distributions. The zone method is utilized to obtain axial and 
radial gas temperature distributions in terms of several 
parameters. The magnitude of the wall heat flux for specified 
wall temperatures for a real gas decreases with axial distance 
but increases near the outlet due to radiant exchange with the 
outlet surface. Wall heat flux with radiation is larger than that 
without radiation for the same values of the system 
parameters. The gas temperature profile is more uniform for 
turbulent flow than for laminar flow under either specified 
wall temperature or heat flux distributions. The Nusselt 
numbers with gaseous radiation are higher by about a factor 
of ten than those without radiation for the same values of the 
system parameters. The Nusselt numbers for a gas with an 
equimolal mixture of carbon dioxide and water vapor are 
similar to those for a gray gas with an optical depth of 0.1. 
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The Cubic Spline Integration Technique for Solving 
Fusion Welding Problems 

Pu Wang1, Sui Lin2, and R. Kahawita3 

1 Introduction 
Fusion welding is a process by which two metal sheets are 

welded together by infusion of molten metal between them. 
Depending on the welding setup and physical properties of the 
material, two possibilities may arise in the heat transfer 
process: solidification of the molten metal, a process akin to 
common soldering or, solidification following the melting of 
a very small part of the parent plates. Theoretically, a 
superior result is obtained in the latter case due to the intimate 
metallurgical combination formed between the liquid and 
solid metal. A theoretical analysis of this second case forms 
the basis of the present paper. 

During the welding process, the intense heat required in the 
molten metal is transferred by radiation, convection, and 
conduction to the surrounding material. Compared to 
radiation and convection, conduction is the dominant mode in 
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Nusselt Number. Representative results for the local 
Nusselt number are presented in Fig. 4 to illustrate the in
fluence of the flow conditions and radiant participation of the 
gas. These results are for Be = 2.5 and a uniform wall tem
perature distribution with 6„ = 1.0. The degree of par
ticipation by the gas in the radiant exchange process is shown 
by cases for PC, gray gas (GG) with T0 = 0.1, and RC. A 
third letter appended to these acronyms designates laminar 
(L) or turbulent (T) flow. The results for PCL and PCT were 
computed using a fine zone pattern to account for the steep 
temperature gradients near the wall, especially for turbulent 
flow. The local Nusselt numbers decrease with axial distance 
and, for the radiating gas cases, increase near the duct outlet. 
As expected, the Nusselt numbers for turbulent flow are 
higher than those for laminar flow. In comparison with the 
results for PC, the Nusselt numbers with gaseous radiation 
accounted for are larger by at least a factor of ten. In ad
dition, the percentage differences between laminar and 
turbulent flow results are smaller for the cases when gaseous 
radiation exists. For example, the Nusselt numbers near x/D 
= 2.5 differ by about 400 and 75 percent with and without 
gaseous radiation, respectively, where both percentages are 
based on the laminar flow results. The Nusselt numbers for 
the radiation cases have not approached constant values 
indicative of fully developed flow conditions. This finding is 
partially attributed to the influence that the outlet end has on 
the radiant exchange process. 

Conclusions 
The analysis of heat transfer for laminar or turbulent fully 

developed flow with developing temperature profiles of a 
radiatively participating gas through a black wall circular tube 
is presented for prescribed wall temperature and heat flux 
distributions. The zone method is utilized to obtain axial and 
radial gas temperature distributions in terms of several 
parameters. The magnitude of the wall heat flux for specified 
wall temperatures for a real gas decreases with axial distance 
but increases near the outlet due to radiant exchange with the 
outlet surface. Wall heat flux with radiation is larger than that 
without radiation for the same values of the system 
parameters. The gas temperature profile is more uniform for 
turbulent flow than for laminar flow under either specified 
wall temperature or heat flux distributions. The Nusselt 
numbers with gaseous radiation are higher by about a factor 
of ten than those without radiation for the same values of the 
system parameters. The Nusselt numbers for a gas with an 
equimolal mixture of carbon dioxide and water vapor are 
similar to those for a gray gas with an optical depth of 0.1. 

Acknowledgment 
The authors gratefully acknowledge the financial assistance 

of the United States Department of Energy, Grant #DE-
AC02-79ER10515.A000 for support of this research. 

References 

1 Edwards, D. K., "Molecular Gas Band Radiation," Advances in Heat 
Transfer, Vol. 12, Academic Press, 1976, pp. 115-193. 

2 Gosman, A. D., Lockwood, F. C , and Salooja, A. P., "The Prediction 
of Cylindrical Furnaces Gaseous fueled with Premixed and Diffusion Burners," 
Proceedings, 17th Symposium (International) on Combustion, The Combustion 
Institute, 1979, pp. 747-760. 

3 Selcuk, N., and Siddal, R. G., "Two-Flux Spherical Harmonic Modeling 
of Two-Dimensional Radiative Transfer in Furnaces," International Journal of 
Heat and Mass Transfer, Vol. 19, 1976, pp. 313-321. 

4 Hottel, H. C , and Sarofim, A. F., Radiative Transfer, McGraw-Hill, 
1967. 

5 Hottel, H. C , and Sarofim, A. F., "The Effect of Gas Flow Patterns on 
Radiative Transfer in Cylindrical Enclosures," International Journal of Heat 
and Mass Transfer, Vol. 8, 1965, pp. 1153-1169. 

6 Lowe, A., Wall, T. F., and Stewart, I. McC, "A Zone Heat Transfer 
Model of a Large Tangentially Fired Pulverized Coal Boiler,'' Proceedings, 15th 
Symposium on Combustion, Tokyo, Japan, 1974, pp. 1261-1270. 

7 Bueters, K. A., Cogoli, J. G., and Habelt, W. W., "Performance Predic

tion of Tangentially Fired Utility Furnace by Computer Model," Proceedings, 
15th Symposium on Combustion, Tokyo, Japan, 1974, pp. 1245-1260. 

8 Johnson, T. R., "Application of Zone Method of Analysis to the Calcula
tion of Heat Transfer from Luminous Flame," Ph.D. thesis, Sheffield Universi
ty, 1971. 

9 Whitacre, G. R., and McCann, R. A., "Comparison of Methods for the 
Prediction of Radiant Flux Distribution and Temperature," ASME Paper No. 
75-HT-9, 1975. 

iO Nakra, N. K., and Smith, T. F., "Combined Radiation-Convection for a 
Real Gas," ASME JOURNAL OF HEAT TRANSFER, Vol. 99, 1977, pp. 60-65. 

11 Clausen, C. W., and Smith, T. F., "Radiative and Convective Transfer 
for Real Gas Flow Through a Tube with Specified Wall Heat Flux," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 101, 1979, pp. 376-378. 

12 Smith, T. F., and Clausen, C. W., "Radiative and Convective Transfer 
for Tube Flow of a Real Gas," Proceedings, 6th Int. Heat Transfer Conf., Vol. 
3, 1978, pp. 391-396. 

13 Shen, Z. F., and Smith, T. F., "Radiative and Convective Transfer in a 
Cylindrical Enclosure for a Real Gas Utilizing the Zone Method," Technical 
Report E-TFS-82-002, Division of Energy Engineering, University of Iowa, 
1982. 

14 Kays, W. M., and Crawford, M. E., Convective Heat and Mass Transfer, 
McGraw-Hill, 1980. 

15 White, F. M., Viscous Fluid Flow, McGraw-Hill, 1974. 
15 Nikuradse, J., "Gesetzmassigkeit Der Turbulenten Stromung in Glatten 

Rohren," VDIForschungsheft, 1932, p . 356. 
17 Smith, T. F., Shen, Z. F., and Friedman, J. N., "Evaluation of Coeffi

cients for the Weighted Sum of Gray Gases Model," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 104, 1982, pp. 602-608. 

18 Smith, T. F., "Radiative Exchange with the Zone Method," Technical 
Report E-TFS-81-008, Division of Energy Engineering, University of Iowa, 
1981. 

19 Smith, T. F., Kim, K. T., and Shen, Z. F., "Evaluation of Direct Ex
change Areas for a Cylindrical Enclosure," Technical Report E-TFS-81-007, 
Division of Energy Engineering, University of Iowa, 1981. 

20 Smith, T. F., Alturki, A. M., and Kim, T. K., "Improvement of Com
putational Times for Direct Exchange Areas," Technical Note E-TFS-81-002, 
Division of Energy Engineering, University of Iowa, 1981. 

21 Shen, Z. F., Smith, T. F., and Hix, P., "Linearization of the Radiation 
Terms for Improved Convergence Using the Zone Method," Numerical Heat 
Transfer, Vol. 6, 1983, pp. 377-382. 

22 Einstein, T. H., "Radiant Heat Transfer to Absorbing Gas Enclosed in a 
Circular Pipe with Conduction, Gas Flow and Internal Heat Generation," 
NASA TRR-156, 1963. 

The Cubic Spline Integration Technique for Solving 
Fusion Welding Problems 
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1 Introduction 
Fusion welding is a process by which two metal sheets are 

welded together by infusion of molten metal between them. 
Depending on the welding setup and physical properties of the 
material, two possibilities may arise in the heat transfer 
process: solidification of the molten metal, a process akin to 
common soldering or, solidification following the melting of 
a very small part of the parent plates. Theoretically, a 
superior result is obtained in the latter case due to the intimate 
metallurgical combination formed between the liquid and 
solid metal. A theoretical analysis of this second case forms 
the basis of the present paper. 

During the welding process, the intense heat required in the 
molten metal is transferred by radiation, convection, and 
conduction to the surrounding material. Compared to 
radiation and convection, conduction is the dominant mode in 
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the heat transfer process [1] and will therefore be the only 
mode of heat transfer considered here. 

The prime characteristic of the melting and solidification 
process is the existence of a moving boundary between the 
solid and liquid phases, whose location is unknown and which 
has to be determined as a part of the solution. The moving 
boundary problem is nonlinear and solutions involve con
siderable mathematical difficulties. Exact solutions of such 
problems are presently restricted to only a few idealized 
situations [2]. With regard to the nonlinear problem, 
solutions have been obtained by analytical approximations 
and numerical methods. In the present work, the fusion 
welding problem involving both the melting and solidification 
processes has been solved with a numerical integration 
technique using cubic splines. 

The principal advantages of using a cubic spline procedure 
areas follows: 

1 The requirement of a uniform mesh is not necessary. 
However for a uniform mesh, the spline approximation is 
fourth-order accurate for the first derivative, while being 
third order for a nonuniform grid. The second derivative is 
approximated to second order for uniform as well as 
nonuniform grids. 

2 Since the value of first or second derivatives may be 
evaluated directly, boundary conditions containing 
derivatives may be directly incorporated into the solution 
procedure. 

3 The governing matrix system obtained with the implicit 
formulation is always tridiagonal, thus facilitating the in
version procedure. The matrix system obtained may be 
reduced to a scalar set of equations that either contain values 
of the function itself, its first derivative, or its second 
derivative at the node points while maintaining a tridiagonal 
formulation. 

4 The governing system of equations obtained with the 
explicit formulation may be solved directly for the function 
itself, its first derivative, or its second derivative. 

The implicit spline integration technique has been applied 
to solve problems in fluid mechanics by, for example, Rubin 
and Graves [3], Rubin and Kholsa [4], Panton and Sallee [5], 
and Wang and Kahawita [6, 7]. The explicit spline integration 
technique, due to the restriction of its stability condition [3, 
8], has not yet been used for solving practical engineering 
problems. However, under certain circumstances, the explicit 
spline method is more adaptable than the explicit finite 
difference method because a nonuniform grid may be utilized 
in the cubic spline approximation. In the present paper, a 
problem in fusion welding has been solved as an illustration of 
the application of the explicit spline integration technique. 
Error estimates of the numerical technique have been 
provided by comparing the results with an exact solution. 

2 Mathematical Formulation of the Fusion Welding 
Problem 

We consider two large metal sheets formed of the same 
material of thickness L2, having identical dimensions, and the 
same initial temperature T20. They are separated by a distance 
2Lt as shown in Fig. 1. These sheets are welded together by 
infusing molten metal of the same material having a uniform 
initial temperature Tw between them. It is assumed that the 
edge surfaces of the metal sheets lose heat to the surroundings 
at a much slower rate than the heat transferred by conduction 
into the metal sheets, so that the process can be treated as a 
one-dimensional heat conduction problem with a moving 
phase boundary. Furthermore, it is assumed that the material 
properties may be taken as a constant in the solid and liquid 
phases, respectively, and that density changes across the phase 
boundary may be neglected. The temperatures and material 
properties in the liquid and solid phases are denoted by 
subscripts 1 and 2, respectively. 

METAL SHEET 
(SOLID) 

© 

H i H 

MOLTEN 
METAL 

(LIQUID) 

© 

METAL SHEET 
(SOLID) 

© 

e / POSITION OF ' 
s '•PHASE BOUNDARY i 

Fig. 1 Schematic diagram of the fusion welding problem 

To formulate the problem, two space coordinates xt and x2 

are used for the liquid and solid phases, respectively. The xx 

coordinate starts from the center of the molten metal and ends 
at the phase boundary between the liquid and solid. The x2-
coordinate starts from the initial phase interface, xx = L, and 
ends at the outer surface of the metal sheet. The coordinate 
origin for the phase boundary s(t) is identical to that of the 
x2-coordinate, at xx = Lx, as shown in Fig. 1. 

In order to make a dimensionless presentation of the 
problem, the space coordinates *, and x2 are transformed as 
follows 

> . = ^ T T T (1) 

yz: 

Lx+S(t) 

x2-s(t) 
(2) 

With the foregoing transformation, the coordinates xx and 
x2, with the moving boundary s(t) become respectively the 
fixed coordinates yx and y2, which vary between 0 and 1. The 
other dimensionless variables and parameters are introduced 
as follows 

(3) 
Tt-

Tl0 

T2-

-T 

- T 
1 s 

- T 
1 s 

J 7a ~ T_ 

a,t 

K--

a2l 
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Lx 

kx 
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Ste = 
ki(Tl0-Ts) Ct(Tl0-Ts) 

QL a I 

T20 

TW 

Ta 

P\QL 

-T 

-T 

- 7 7 

y _ y 

( i i ) 

(12) 

(13) 

where T is the temperature, t the time, a the thermal dif-
fusivity, k the thermal conductivity, h the heat transfer 
coefficient, p the density, and qL the latent heat of fusion. 
The subscripts o, s, and °o refer to the initial, melting or 
solidification,and ambient conditions, respectively. 

The system of equations formulating the fusion welding 
problem may be described as follows: 

In the liquid phase, 

dr 

y\ dS(r) ddiiyi.r) 1 a2^,0,,r) 
1 + S ( T ) dr 

e1(y,,0) = l 

ae,(o,r) _ 

O , ( I , T ) = O 

In the solid phase 

d62(y2,T) 

3y, 

f o r r > 0 , 0<yl<\ 

for 0 < J > , < 1 

[ 1 + S ( T ) ] 2 dy> 

0 forT>0 

for r > 0 

3T 

l - ^ 2 rfS(r) 3 0 2 O 2 , T ) 

(14) 

(15) 

(16) 

(17) 

ff21- d202o2 ,T) 

L-S(r) dr dy2 

f o r r > 0 , 0< .y 2 <l 

0 2 O 2 ,O)=-1 for 0 < ^ 2 < 1 

02(O,T) = O f o r r > 0 

[L-S(T)] dy2
2 

de2(\,T) 
dyi 

= -Bi[i.-S(T)][02(l ,T)-fl< B] f o r r > 0 

(18) 

(19) 

(20) 

(21) 

The energy balance at the phase boundary may be expressed 
as 

dS(r) „, T 1 30,(1,T) K60 O02(O,T) 

dr Mi^Ti T) dyt L-S(T) 8y2 

(22) 

where all variables and parameters are dimensionless. 

3 The Numerical Solution Using Cubic Spline Integration 

In this section, an explicit technique is used for solving the 
fusion welding problem. In discretised form, the system of 
equations (14-22) may be expressed as follows [6, 7]: 
fl» + i._/w. _,, / dS\" 

AT 1 

+ ( T T ^ o {M"u + ^ (Mf„.+ „ - (1 + aVl )M'l, + uuM'{^ „ ] 

0?; = 1 

w ' / 0 = 0 

0"lN = 0 

for i = l , t o T V - l 

fo r / = 0toTV 

(23) 
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6°2i=-\ fo r /=1 to TV (28) 
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mgw=-Bi(L-S»)(f l i [w-f l 0 0) (30) 
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dy/ 
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Cx =-Ste-m'{N (36) 

C2=StcK-6om"20 (37) 

In equation (31) S" + t = S(T" + AT) was obtained by using a 
Taylor series expansion that included the term containing the 
second derivative. For a uniform mesh with a,-,- = 1, equations 
(23) and (27) reduce to the following forms which are of 
fourth-order accuracy 

nr 
A T 1+S" V dr) W " 

1 

and 
(1+S")2 12 ] (38) 

ft" + ' . 
°2i 

A T 
- - X~yv ( dSY m" 

- S " ) 2 L 12 J 
+ = I ̂ ±^> _ ^ ^ I (39) 

( L - S " ) 2 L 12 J 
Since the values of my, and My may be extracted from the 
basic spline relations, equations (23), (27), (38), and (39) may 
be solved directly. 

Table 1 Comparison of numerical results with exact solution 
for Ste = 

T 

0.0020 
0.0100 
0.09634 
0.14883 
0.19881 
0.21879 

4.06 

Exact 

S 

-0.08944 
-0.19999 
-0.62078 
-0.77158 
-0.89177 
-0.93550 

dS 

dr 

-22.361 
-10.000 
-3.2217 
-2.5921 
-2.2427 
-2.1379 

Spline 

S 

-0.08925 
-0.19962 
-0.61964 
-0.77014 
-0.89009 
-0.93373 

dS 

~dV 

-22.3140 
-9.9819 
-3.2158 
-2.5873 
-2.2385 
-2.1338 
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4 Example—Aluminum Fusion Welding 
As an example, we consider two aluminum plates of 0.05 m 

thickness that are to be joined by fusion welding. The fusion 
zone is set at 0.3 m in width. In this case, Lx = 0.015 m and 
L2 = 0.05 m. The two plates are preheated to 300°C. The 
initial temperature of the molten aluminum is 1677°C and the 
ambient temperature is 30°C. The physical properties of. 
aluminum in the liquid and solid phases are given as follows 
[9]: 

p ,=2310Kg/m 3 

ki =83.7W/m°C 
p2=2700Kg/m3 

k2 = 238.6 W/m°C 
Density 
Thermal con
ductivity 
Specific heat 
Thermal diffu-
sivity 
Latent heat 
of fusion 
Melting point 

The dimensionless parameters required for numerical 
calculations are determined as follows: 

c, =1.084 KJ/Kg°C c 2 = 1.076 KJ/Kg°C 

a, =3.343 x 10- 5m 2 /s a2 =8.214x 10"5 m2 /s 

^ = 3 8 7 . 8 KJ/Kg 

7 = 6 6 0 ° C 

L =3.333 
K =2.851 
a2l =2.457 
Bi =6 .601x l0~ 4 

Ste = 2.843 
6»0=0.354 

0oo = - 1 . 7 5 

This example has been solved using the explicit spline 
technique described in this section, on a nonuniform mesh 
with six grid points. Figure 2 indicates the location of the 
dimensionless moving boundary, obtained with two different 
mesh systems. It is shown that the values obtained from the 
nonuniform mesh with six grid points are very close to the 
results obtained with the uniform mesh using twenty one grid 
points, except at the later stage of the solidification process, in 
which the value of S approaches - 1 and the value of (1 + S) 
approaches 0. Because the factor (1 + S) exists in the 
denominator of the. terms on the right-hand side of equations 
(14) and (22), it causes large numerical differences. The 
singularity at S = - 1 occurs because, as the liquid finally 
freezes, the essential character of the problem changes, from 
one involving both liquid and solid phases to one involving 
only solid phase. This sudden change in the nature of the 
problem manifests itself as a singularity in the governing 
equations. The dimensionless temperatures obtained from the 
nonlinear mesh with six grid points in comparison with those 
obtained from the uniform mesh with twenty one grid points 
are given in Fig. 3 for T = 0.60 and 5 = Smax = 0.205. Again 
the values obtained with the two computations are very close. 
In Fig. 2, the slope of the S-T curve represents the rate of 
propagation of the phase boundary between the liquid and 
solid phases. The positive and negative values of dS/dr in
dicate the melting and solidification process, respectively. The 
changes of the values of dS/dr is caused by the change of the 
temperature gradients in the liquid and solid phases at the 
phase boundary as shown in equation (22). The phase 
boundary reaches its maximum value when the melting 
process stops and the solidification process starts with dS/dr 
= 0 as also shown in Fig. 2. 

5 Error Estimate of the Numerical Result 
For an error estimate of the numerical solution, we consider 

the simple case of solidification of metal which is initially at 
its melting temperature, Tt = Ts. It is assumed that at a 
certain time t = 0, the temperature at the surface x2 = 0, 
drops to T0 and remains constant thereafter. The exact 
solution of this simplified solidification process is given by 
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6 GRID POINTS 

Fig. 2 Dimensionless location of the moving phase boundary S as a 
function of dimensionless time T for the aluminum fusion welding 
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and 

S = 2XVr (41) 

where X is determined from 

VTT X ex2 erf(X) = Ste (42) 

Table 1 shows the comparison of the results obtained with the 
spline numerical solution on a nonuniform mesh with six grid 
points for the location and the velocity of the moving phase 
front with those obtained from the exact solution, for Ste = 
4.06. The table indicates a maximum relative error of less 
than 0.3 percent. 

6 Conclusions 

The differential equations describing a fusion welding 
problem involving a moving unknown phase boundary have 
been integrated numerically using a cubic spline technique. 
Since a nonuniform coarsely spaced grid appears to provide 
sufficient accuracy, the method appears to be com
putationally efficient. 

e2(y2,r)=-i + erf(X) 
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Unsteady-State Heat Conduction in Semi-Infinite 
Regions With Mixed-Type Boundary Conditions 

s.c. Huang1 

Nomenclature 
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= complementary error function 
= at/L2, Fourier number 
= (-D'/! 
= Bessel function of the first 

kind 
= thermal conductivity (m, 

n = l,2) 
= length 
= heat flux 
= real part of complex variable 

functions 
= Laplace transform parameter, 

complex 
= time 
= temperature 
= Laplace transform of T 
= generalized Fourier transform 

o f f 
= Cartesian coordinates 

= thermal diffusivity based on 

= Fourier transform parameter, 
complex 

= kmn / K 2 2 

Subscript 

0 

+ 
-

= on the boundary y = 0 
= fo r£>0 
= fo r£<0 

1 Introduction 
Heat conduction problems with mixed-type boundary 

conditions occur frequently in engineering applications. Such 
examples include the dip-forming process in metallurgy [1], 
the surface rewetting during loss-of-coolant accidents [2], the 
contact resistance between solids [3]. In the two-dimensional 
analysis of these problems, the conventional integral trans
form method does not apply. One has to rely on the Weiner-
Hopf technique [4] or the dual integral/series equation [5]. 
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Due to the complexity of these techniques, available closed-
form solutions are limited [2-7]. They are mostly restricted to 
either steady-state or long-time approximation. 

This note is to report an unsteady-state, closed-form 
solution in a semi-infinite region with isothermal and isoflux 
mixed-type boundary conditions. 

2 Statement of the Problem 

Consider the unsteady-state anisotropic heat conduction in 
the semi-infinite region - o o < x < o o , y>0. The solid is 
initially at a uniform temperature T=0. For time t>0, a 
mixted-type boundary condition is imposed on the surface 
j = 0 so that a constant temperature is prescribed on the 
boundary x>0 and a constant heat flux is prescribed on the 
boundary x <0 . 

Assume that there is no heat generation in the domain, the 
governing conduction equation takes the following form 

d2T d2T d2T 1 dT 
+ by2 dt 

= 0 
-oo<x<oo 
y>0 

t>0 
(1) 

dT dT 
V\2 — + -T- = ' 

a - dy dx 

(2) 

(3) 

(4) 

The corresponding initial and boundary conditions are 

T=0 t = 0, -<x<x<oo, y>0 

T=T0 x>0,y = 0,t>0 

•7^- x<0,.y = ( U > 0 
^22 

T = 0 X-*ooty-tx,t>0 (5) 
If the medium is isotropic, one just takes en = 1 and vi2 = 0 in 
equations (1) and (4). 

3 Analysis 

Following Chang [8], one can simplify the anisotropic 
problem by the nonorthonormal coordinate transformation 

Z=(x-Vl2y)/P (6) 

v=y (7) 
Substituting equations (6) and (7) into equations (1-5) and 

then applying Laplace transform with respect to time t and 
generalized Fourier transform with respect to £, one obtains 

cf_f 
dr) 
tl_(x2 + i)f=o O<T,<C 
d-n1 V a/ 

(8) 

T, = 
iTn 

(2TT)'AS\ 

dt- = iq;/k,2 
dt] 

= 0 

(27T)'/,i'X 

r = o 17-00 

7) = 0 

(9) 

(10) 

(11) 

where f{rf, X, s) = f, (17; X, s) + f_ (17; X, s). 

The f satisfying equations (8) and (11) is simply 

f(r,;\s) = A (X,s)exp(-(X2+s/a)N) (12) 

where A (\,s) is a complex variable function to be determined. 
Substituting equation (12) into equations (9) and (10), one 

gets 

A(Ks)= JT°,_^ +f- „ (13) 

-(X2 + J A{\s) = 

(2ir)Vls\ 

df+ 

dr] 
fto'/*22 

0 (27r)'/;5'X 
(14) 

In the above, one has three unknowns A(\,s), T_ l,^0 and 
df+ /tfr/l„=o in t w o conditions (13) and (14). This makes the 
problem unsolvable by conventional methods. 
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conditions occur frequently in engineering applications. Such 
examples include the dip-forming process in metallurgy [1], 
the surface rewetting during loss-of-coolant accidents [2], the 
contact resistance between solids [3]. In the two-dimensional 
analysis of these problems, the conventional integral trans
form method does not apply. One has to rely on the Weiner-
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Due to the complexity of these techniques, available closed-
form solutions are limited [2-7]. They are mostly restricted to 
either steady-state or long-time approximation. 

This note is to report an unsteady-state, closed-form 
solution in a semi-infinite region with isothermal and isoflux 
mixed-type boundary conditions. 

2 Statement of the Problem 

Consider the unsteady-state anisotropic heat conduction in 
the semi-infinite region - o o < x < o o , y>0. The solid is 
initially at a uniform temperature T=0. For time t>0, a 
mixted-type boundary condition is imposed on the surface 
j = 0 so that a constant temperature is prescribed on the 
boundary x>0 and a constant heat flux is prescribed on the 
boundary x <0 . 

Assume that there is no heat generation in the domain, the 
governing conduction equation takes the following form 

d2T d2T d2T 1 dT 
+ by2 dt 

= 0 
-oo<x<oo 
y>0 

t>0 
(1) 

dT dT 
V\2 — + -T- = ' 

a - dy dx 

(2) 

(3) 

(4) 

The corresponding initial and boundary conditions are 

T=0 t = 0, -<x<x<oo, y>0 

T=T0 x>0,y = 0,t>0 

•7^- x<0,.y = ( U > 0 
^22 

T = 0 X-*ooty-tx,t>0 (5) 
If the medium is isotropic, one just takes en = 1 and vi2 = 0 in 
equations (1) and (4). 

3 Analysis 

Following Chang [8], one can simplify the anisotropic 
problem by the nonorthonormal coordinate transformation 

Z=(x-Vl2y)/P (6) 

v=y (7) 
Substituting equations (6) and (7) into equations (1-5) and 

then applying Laplace transform with respect to time t and 
generalized Fourier transform with respect to £, one obtains 

cf_f 
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where f{rf, X, s) = f, (17; X, s) + f_ (17; X, s). 

The f satisfying equations (8) and (11) is simply 

f(r,;\s) = A (X,s)exp(-(X2+s/a)N) (12) 

where A (\,s) is a complex variable function to be determined. 
Substituting equation (12) into equations (9) and (10), one 

gets 

A(Ks)= JT°,_^ +f- „ (13) 

-(X2 + J A{\s) = 
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Fig. 2 Temperature distribution for T0 = 0 and nonzero o '̂ at Fo = 2.0 

Following the Weiner-Hopf technique [4], one can obtain 
an additional condition from the theory of complex func
tions. The result gives 

f(rXs)= -

exp(-(x2+3 ') 
(2iryAs\(\-i(s/ayAy/2 

(r0(Hs/a)»y 22 \ 
Vi \Vi ) (i(s/a)v'Y 

The inverse Fourier t ransform of equation (15) is 

<7o/*22 e-w^i + TM.W) £<0 
s(s/aY/2 

where 

sin 

(15) 

(16) 

(17) 

? + /> 

''irsi-* cos(6+M ^ ° ( 5 / a ) 1 / 2 / 
- is/a) 

Tdr 

(18) 

r and 6 are polar coordinates defined by £ = rcos0, ?; = rsinfl. 
Through the use of Laplace transform table, one obtains 

the temperature distribution as given below 

^ ( T ) " - ( - £ ) - < - * ( S ^ ) ) 1 
k22 

where 

+ Tl(x,y,t) £<0 

(19) 

(20) 

1+lT 

2'/l P °° / 

^ ( ^ , 0 = Re 
•w Jo V 

cos(0 + ir) 

(( r°+£ r cH e r fKiSS-) 2̂2 / v 2(at)'A 

2q'a ( at\Vl ( r2 cosh2 7 

^22 (?)"-(-^T))* (21) 

4 Results and Discussion 

The temperature distribution in equations (19) and (20) 
consists of two terms. The first term in equation (19) is the 
unsteady-state, one-dimensional temperature satisfying the 
Dirichlet boundary condition (3). The first term in equation 
(20) is the unsteady-state, one-dimensional temperature 
satisfying the Neumann boundary condition (4). Thus the 
T\(x,y,t) in these equations represents the deviation of the 
solution from the foregoing one-dimensional solutions due to 
the mixed-type boundary conditions. 

Since Tx (x,y,t) approaches to zero for large values of r, the 
temperature distribution at large distances from the origin is 
given by the one-dimensional solutions in their respective 
regions. As the temperature is continuous, the function 
T\(x,y,i) is not continuous across the line £ = 0. This point 
will be confirmed by numerical calculation. 

Because of the linear nature of the problem, the general 
cases can be obtained by superposition. Thus the case q'a=0 
and the case T0 = 0 are discussed separately in the following. 

If the boundary x<0 is adiabatic, i.e., q'a=Q, the present 
problem reduces to that in a wedge of angle 27r with the 
boundaries 0 = 0 and 0 = 27r being at Ta. The corresponding 
temperature can be obtained by conventional transform 
method and was given by Carslaw and Jaeger [9] 

— = 1 - - L s l n ( " + 1/2)0 e xP ( 2 - )7"+ *(T) - (22) 
1o •"• , ,=0 J O v r / T 

For t-~o°, both solutions, equations (19-21) and equation 
(22), yield the same trivial solution of T(x,y)=TQ. Com
parison shows that the present solution offers reduced 
computational effort. 

For the purpose of numerical demonstration, one assumes 
isotropic heat condition in the following. Consequently, £ = x 
and r]=y. Figure 1 shows the obtained temperature 
distributions with ^ ' = 0 and nonzero T0. The solid and 
dashed lines are for Fo = 0.1 and Fo = 0.5, respectively. While 
one uses equation (19) for the region x > 0 and equation (20) 
for the region x<0, the calculated results indicate that these 
solutions are indeed continuous across the line x = 0. 

Along the negative side of the x-axis, one sees that the 
temperature drops rapidly in regions close to the adiabatic 
boundary. Along the positive side of the x-axis, one sees that 
the temperature distribution is mostly one-dimensional except 
where x is small. The x-dependent variation is due to the 
function Ty(xy,f). 
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Figure 2 shows the obtained temperature distributions with 
r o = 0 and nonzero q% for Fo = 2.0. The calculated tem
perature is again continuous across the line x = 0 as would be 
expected. 

In the positive x region, one sees that the maximum tem
perature is somewhere away from the boundary. This in
dicates that the heat flux changes direction along a constant y 
line. This heat flux reversal actually extends slightly beyond 
the x = 0 line as shown. Since there is no steady-state for this 
case, the temperature will continue to rise with time. 
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Heat Conduction in a Rectangular Parallelopiped With 
Multiple Cylindrical Cavities 

A. K. Naghdi1 

Introduction 

Employing a new class of functions, the three-dimensional, 
steady-state heat conduction in a rectangular parallelopiped 
with four longitudinal circular cylindrical cavities are solved. 
It is assumed that the holes are symmetrically located with 
respect to the axes of symmetry of the transverse cross sec
tions. It is also assumed that the outer boundary planes of the 
rectangular parallelopiped are kept at a uniform temperature 
and that the material properties are temperature independent. 
Numerical results are presented. 

Method of Solution 

Steady-state plane heat conduction as well as a number of 
other applied mechanics problems require the solution of two-
dimensional Laplace equations. In recent years, many authors 
have investigated the mentioned problems. Among the 
authors who obtained solutions for the problems of steady-
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state heat conduction and torsion of prismatic bars in a 
circular region with holes are Rowley and Payne [1], Ling [2], 
and Kuo and Conway [3], Recently, the solutions for certain 
two-dimensional heat transfer problems in a rectangular 
region with circular cutouts was given by the author [4, 5]. 
The present technique is the extension of the method of [5] to 
the three-dimensional case of heat conduction. 

Consider heat conduction in a rectangular parallelopiped 
with length L, containing four symmetrically located 
longitudinal circular cylindrical cavities and having the cross 
section shown in Fig. 1. Choose the origin of the coordinate 
axes at the middle of the length of the bar. The governing 
equation for the steady-state heat conduction in a material 
with constant thermal conductivity is the three-dimensional 
Laplace equation 

a2 a2 a2 

v2r=o, v 2 ^ + By2 + dz2 (1) 

in which T is the temperature. It is assumed that the outer 
boundry planes of the rectangular parallelopiped are 
maintained at a uniform temperature T„ and that the inner 
boundary temperature Tj(Z) is the same for all of the four 
cylindrical cavities. Furthermore, without the loss of 
generality it is assumed that Tt (Z) is an even function of z, 
has the values T, ( ±L/2) = T„, and possesses a Fourier series 
representation. Thus it is found 

Ti(Z)= X) Timcos 
m= 1,3,5 

m-wZ 

W Lai wm 

m= 1,3,5 

L 

rmrZ 47\„ 
cos-

m-K 
) ^ win Sin 

\ (2) 

Introducing 
Tg = T-Tw (3) 

into equation (1) it is obtained 

V2Tg=0 (4) 

The function Tg must satisfy a homogeneous outer boundary 
condition and has to fulfill 

Tg = Ti{Z)-Tw (5) 

on the inner cylindrical surfaces. 
The solution of equation (4) is now sought in the form 

TH = E ^ (*,.>>) COS 
m= 1,3,5 

mirZ 
(6) 

which obviously satisfies the boundary conditions Tg = 0 at Z 
= ± L/2. Substituting relation (6) into equation (4) and 
utilizing nondimensional factors, it is found 

V 2 f -K2 f •• = 0, 

* = 

T =-

v = 
y K„ 

a?2 

rnira 

V Z ^ + 2V : 

T —T 
1 im •* \v 

a • •- L 

, m= 1,3,5, . . 

(7) 

Thus the solution of the title problem is reduced to obtaining 
the components T,„ (^), which must satisfy the conditions 

f,„=0 on C0 (8) 

f„, = l on C, (9) 

Here in relations (8) and (9) C0 and C, respectively represent 
the outer rectangular boundary and the inner circular 
boundaries of the transverse cross section of the bar. 
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Figure 2 shows the obtained temperature distributions with 
r o = 0 and nonzero q% for Fo = 2.0. The calculated tem
perature is again continuous across the line x = 0 as would be 
expected. 

In the positive x region, one sees that the maximum tem
perature is somewhere away from the boundary. This in
dicates that the heat flux changes direction along a constant y 
line. This heat flux reversal actually extends slightly beyond 
the x = 0 line as shown. Since there is no steady-state for this 
case, the temperature will continue to rise with time. 
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Heat Conduction in a Rectangular Parallelopiped With 
Multiple Cylindrical Cavities 

A. K. Naghdi1 

Introduction 

Employing a new class of functions, the three-dimensional, 
steady-state heat conduction in a rectangular parallelopiped 
with four longitudinal circular cylindrical cavities are solved. 
It is assumed that the holes are symmetrically located with 
respect to the axes of symmetry of the transverse cross sec
tions. It is also assumed that the outer boundary planes of the 
rectangular parallelopiped are kept at a uniform temperature 
and that the material properties are temperature independent. 
Numerical results are presented. 

Method of Solution 

Steady-state plane heat conduction as well as a number of 
other applied mechanics problems require the solution of two-
dimensional Laplace equations. In recent years, many authors 
have investigated the mentioned problems. Among the 
authors who obtained solutions for the problems of steady-

1 Professor of Aeronautical-Astronautical Engineering and Mathematical 
Science, Purdue University School of Engineering and Technology, and School 
of Science at Indianapolis, Ind. 46223. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
12, 1983. 

state heat conduction and torsion of prismatic bars in a 
circular region with holes are Rowley and Payne [1], Ling [2], 
and Kuo and Conway [3], Recently, the solutions for certain 
two-dimensional heat transfer problems in a rectangular 
region with circular cutouts was given by the author [4, 5]. 
The present technique is the extension of the method of [5] to 
the three-dimensional case of heat conduction. 

Consider heat conduction in a rectangular parallelopiped 
with length L, containing four symmetrically located 
longitudinal circular cylindrical cavities and having the cross 
section shown in Fig. 1. Choose the origin of the coordinate 
axes at the middle of the length of the bar. The governing 
equation for the steady-state heat conduction in a material 
with constant thermal conductivity is the three-dimensional 
Laplace equation 

a2 a2 a2 

v2r=o, v 2 ^ + By2 + dz2 (1) 

in which T is the temperature. It is assumed that the outer 
boundry planes of the rectangular parallelopiped are 
maintained at a uniform temperature T„ and that the inner 
boundary temperature Tj(Z) is the same for all of the four 
cylindrical cavities. Furthermore, without the loss of 
generality it is assumed that Tt (Z) is an even function of z, 
has the values T, ( ±L/2) = T„, and possesses a Fourier series 
representation. Thus it is found 
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Introducing 
Tg = T-Tw (3) 

into equation (1) it is obtained 

V2Tg=0 (4) 

The function Tg must satisfy a homogeneous outer boundary 
condition and has to fulfill 

Tg = Ti{Z)-Tw (5) 

on the inner cylindrical surfaces. 
The solution of equation (4) is now sought in the form 

TH = E ^ (*,.>>) COS 
m= 1,3,5 

mirZ 
(6) 

which obviously satisfies the boundary conditions Tg = 0 at Z 
= ± L/2. Substituting relation (6) into equation (4) and 
utilizing nondimensional factors, it is found 

V 2 f -K2 f •• = 0, 
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T =-

v = 
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T —T 
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, m= 1,3,5, . . 

(7) 

Thus the solution of the title problem is reduced to obtaining 
the components T,„ (^), which must satisfy the conditions 

f,„=0 on C0 (8) 

f„, = l on C, (9) 

Here in relations (8) and (9) C0 and C, respectively represent 
the outer rectangular boundary and the inner circular 
boundaries of the transverse cross section of the bar. 
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substituting 

^0=dc + pcos4>0, 

i)o = b0+p sin<£0, 

a„ = — , b„ = — 

(13) 

into (12) and employing the results in Green's function, the 
integrations given in (11) are performed analytically. Thus, 
after a few steps, the functions Tf * and Tf° are obtained for 
the region blla > r\ > b0 + p. for example, 

Fig. 1 The transverse cross section of the rectangular parallelopiped 

The solution of equation (7) subject to boundary conditions 
(8) are now written in the form 

f=A0T$+AlTf + +AjT/+ "| 
y (io) 

+Bir>+B2n+--Bj7j+ J 
in which f represents any of the functions of fm, and T* and 
Tj are certain solutions of equation (7) that automatically 
satisfy the outer boundary condition (8). The unknown 
coefficients A 0 , Au . . .BltB2, . . . in relation (10) are to be 
determined from the inner boundary condition (9). The 
general solution Tg (x,y,z) is obtained by substituting various 
components T,„ in relation (6). 
Determination of TJ and Tf 

With a technique similar to that pursued in [5], the func
tions under consideration are sought in the form 
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Tf° = j o ' Tc(l;,T),L,Vo)sinJ<t>oPd<t>o 

j= 1,2,3 

(11) 

in which the integrations are carried over a small circular path 
with radius f = pa (see Fig. 1), and fc is the Green's function 
for four concentrated sources at J = ± £0, rj = ± i/0 in the 
form 
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Here in relation (14) I2J (Kp) are modified Bessel functions of 
the first kind. However, for the regions Hi?I - b0 I < p the 
procedure does not lead to the determination of the functions 
in single series as the different forms of the Green's functions 
given in relations (12) have to be utilized. In order to eliminate 
this difficulty, the radius of the path of integration p is 
shrunk to zero. Considering now that 

hj(Kp) ^ as p - 0 (15) 

and absorbing the n independent terms in the constants A} 

and Bj, the relations (14) and similar functions for the region 
— b0 < ri < b0 are simplified to 
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Table 1 The nondimensional values of temperature T,„ versus A for two 
values of p with K,„ = 1, p0 = 0.0625, a0 = 0.25, b„ = 0.125, b/a =•• 0.5, 
and £ / a = it 

<Krad) (l)ir/24 (9)vr/24 (17)TT/24 (25)TT/24 (33)TT/24 (41)vr/24 

T,„ for 
p = 0.25/3 

Tmfor 
p = 0.3125/3 

0.7826 

0.6164 

0.6435 

0.3568 

0.6910 

0.4483 

0.8615 

0.7594 

0.9443 

0.9082 

0.8930 

0.8117 
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(16) 

Similar to the case of [5], there is, however, convergence 
problem for these functions at and near the lines t) = ± b0. 
To overcome this difficulty another set of functions in the 
system of coordinate axes £ = (a/b)r\, ij = (a/b)£ are 
derived with a similar technique. The new set of functions 
which have good convergence properties at or near ij = ± b0 

shall not be given here for the sake of brevity. 

Numerical Results 

Since the functions T*M and T\, or 7 $ and 7 $ for M = 0, 
1, 2 . . . automatically satisfy the homogeneous outer 
boundary condition, it is only necessary to satisfy the inner 
boundary condition (9). Due to the fact that the aforemen
tioned functions are not orthogonal, the satisfaction of (9) is 
accomplished as follows: retaining p terms in the series 
solution (10), and satisfying the boundary condition (9) at P 
> p points on one of the symmetrical inner boundaries, a 
system of P by p linear algebraic equations is obtained. The 
system is normalized and solved approximately by the em
ployment of the method of least-square error [6]. For all of 
the numerical results presented here P and p are chosen as 24 
and 16, respectively. These numerical results are for the cases 
of rectangular bars with L/a = 7r/2, ir, and 27r. Other 
geometrical dimensions are selected as b/a = 0.5, p0 = 
0.0625, a0 = 0.25, and b0 = 0.125. In Table 1 the non-
dimensional values of temperature versus A (see Fig. 1) are 
given at Z = 0 along p = 0.25/3 and p = 0.3125/3 for the 
case of r , (Z ) - Tw = T0 cos irZ/L. In Table 2 dimen-
sionless values of the cross-sectional heat transfer rate 
components 

Table 2 The dimensionless values of heat transfer Q,„ versus 
Km for p0 = 0.0625, d0 = 0.25, b„ = 0.125, b/a = 0.5, and 
L/a = ir 
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Fig. 2 Nondimensional rate of heat transfer QI{kLT0) versus L/d for 
various cases 

M o * ^ ) , . p^ (17) 
dp / P=P0 

are presented for various m and for L/a = ir. The actual 
values of heat transfer rate components Qm are obtained from 

- 2kL (T,,„ Twm) 
sin(WTr/2) 

m-K 
• Qm, m = 1,3,5 (18) 

in which k is the thermal conductivity of the material of the 
bar. 
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Knowing the values of Qm, the total heat transfer per unit 
time can be calculated easily for a number of inner tem
perature distribution cases. At this point it should be 
reminded that according to the previous assumptions, one 
must have 7", (z) - Tw = 0 at Z = ± L/2. For this reason the 
exact solution for a rectangular parallelopiped subject to two 
different uniform inner and outer boundary temperatures 
should not be sought. However, for comparison of the heat 
transfer rates between the two- and three-dimensional cases, 
the truncated and almost uniform inner temperature 
distribution is the most suitable. This temperature 
distribution is constructed from a finite number of terms in 
the Fourier series expansion of a uniform temperature. 
Retaining 19 terms in such a series the relative error in the 
temperature is about 0.02 or smaller for the span of 80 percent 
of the length of the bar. Another interesting inner boundary 
temperature distribution is T,(Z) - Tw - T0 (L2/4 - Z2). 
In Fig. 2, the nondimensional total heat transfer rates 
Q/(kLT0) versus LI a are presented for the two-dimensional 
and the aforementioned three-dimensional cases. It is ob
served that the heat transfer rates for the case of ap
proximately uniform inner temperature distribution are much 
higher than that of the two-dimensional case. However, these 
values decrease as Lla increases, and it is expected that for 
long bars they approach the two-dimensional heat transfer 
rate. 
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Multiconnected Regions With Arbitrarily Shaped 
Boundaries 
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1 Introduction 
Heat transfer analyses are essential for mechanical design 

and manufacturing. Various numerical techniques to solve 
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heat conduction equations have been developed; among these 
the finite difference approach is the most straightforward. 
However, many real problems involve irregular boundaries 
which require interpolation between boundaries and interior 
grid points. Such interpolations are inaccurate and produce 
large errors at boundary vicinities. Alternatively, the finite 
element approach is powerful in dealing with geometric 
complexity. However, one of its more serious problems is 
division into finite elements. This division cannot always be 
done automatically, and it requires considerable experience. 

Another approach to dealing with geometric complexity is 
the use of a curvilinear coordinate transformation, where a 
computational domain of an arbitrarily shape is mapped onto 
a simply shaped domain in the transformed coordinate 
system. Thompson et al. [1] have proposed a technique for 
automatic numerical generation of a general curvilinear 
coordinate system with coordinate lines coincident with all 
boundaries of the arbitrarily shaped domains and have 
successfully applied it to fluid mechanic problems. Mc-
Whorter and Sadd [2, 3] applied the method to steady and 
transient anisotropic heat conduction problems. Goldman 
and Kao [4] discussed the application of several coordinate 
transformations to solve a simple unsteady conduction 
problem. Rieger et al. [5] applied the method to phase-change 
problems. A large portion of the aforementioned work 
concerned problems where only one region with irregular 
boundaries was a direct object of computation. 

The present paper deals with the extension of this coor
dinate transformation technique to unsteady heat conduction 
problems in two-dimensional, multiconnected, heterogeneous 
regions with arbitrarily shaped boundaries, and application to 
a solidification problem in a large steel casting. 

2 Method 

(a) Boundary-Fitted Coordinate Transformation. 
Consider transforming the two-dimensional regions I and II, 
bounded by two arbitrarily shaped boundaries F] and r2 , 
onto simple rectangular regions, as illustrated in Fig. 1. The 
basic idea of the transformation is to make all boundaries 
coincide with coordinate lines in the transformed plane. The 
transformation from the physical plane (x, y) to the tran
sformed plane (£, if) is given by £ = £ (x, y) and i} = rj (x, y), 
where £ and i} are solutions of an elliptic equation with 
Dirichlet boundary conditions of the form 

dH , d2H 
dx2 

d21) 

dx2 

+ 
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dy2 

d2ri 

"dy2 

= P(^,V) 

= Q(H,v) 

(la) 
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where P(£, ij) and Q(£, 17) are coordinate control functions 
[6]. 

Since all numerical computations are performed in the 
rectangular transformed plane, the dependent (£, if) and 
independent (x, y) variables must be interchanged in equation 
(1). This results in the coupled system 

d2x „ d2x d2x . dx 

dx 
+J2Q^,v)ir=o 
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+J2Qtt,v)-£-=o 

01} 

(2b) 

494/Vol. 107, MAY 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Knowing the values of Qm, the total heat transfer per unit 
time can be calculated easily for a number of inner tem
perature distribution cases. At this point it should be 
reminded that according to the previous assumptions, one 
must have 7", (z) - Tw = 0 at Z = ± L/2. For this reason the 
exact solution for a rectangular parallelopiped subject to two 
different uniform inner and outer boundary temperatures 
should not be sought. However, for comparison of the heat 
transfer rates between the two- and three-dimensional cases, 
the truncated and almost uniform inner temperature 
distribution is the most suitable. This temperature 
distribution is constructed from a finite number of terms in 
the Fourier series expansion of a uniform temperature. 
Retaining 19 terms in such a series the relative error in the 
temperature is about 0.02 or smaller for the span of 80 percent 
of the length of the bar. Another interesting inner boundary 
temperature distribution is T,(Z) - Tw - T0 (L2/4 - Z2). 
In Fig. 2, the nondimensional total heat transfer rates 
Q/(kLT0) versus LI a are presented for the two-dimensional 
and the aforementioned three-dimensional cases. It is ob
served that the heat transfer rates for the case of ap
proximately uniform inner temperature distribution are much 
higher than that of the two-dimensional case. However, these 
values decrease as Lla increases, and it is expected that for 
long bars they approach the two-dimensional heat transfer 
rate. 
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heat conduction equations have been developed; among these 
the finite difference approach is the most straightforward. 
However, many real problems involve irregular boundaries 
which require interpolation between boundaries and interior 
grid points. Such interpolations are inaccurate and produce 
large errors at boundary vicinities. Alternatively, the finite 
element approach is powerful in dealing with geometric 
complexity. However, one of its more serious problems is 
division into finite elements. This division cannot always be 
done automatically, and it requires considerable experience. 

Another approach to dealing with geometric complexity is 
the use of a curvilinear coordinate transformation, where a 
computational domain of an arbitrarily shape is mapped onto 
a simply shaped domain in the transformed coordinate 
system. Thompson et al. [1] have proposed a technique for 
automatic numerical generation of a general curvilinear 
coordinate system with coordinate lines coincident with all 
boundaries of the arbitrarily shaped domains and have 
successfully applied it to fluid mechanic problems. Mc-
Whorter and Sadd [2, 3] applied the method to steady and 
transient anisotropic heat conduction problems. Goldman 
and Kao [4] discussed the application of several coordinate 
transformations to solve a simple unsteady conduction 
problem. Rieger et al. [5] applied the method to phase-change 
problems. A large portion of the aforementioned work 
concerned problems where only one region with irregular 
boundaries was a direct object of computation. 

The present paper deals with the extension of this coor
dinate transformation technique to unsteady heat conduction 
problems in two-dimensional, multiconnected, heterogeneous 
regions with arbitrarily shaped boundaries, and application to 
a solidification problem in a large steel casting. 

2 Method 

(a) Boundary-Fitted Coordinate Transformation. 
Consider transforming the two-dimensional regions I and II, 
bounded by two arbitrarily shaped boundaries F] and r2 , 
onto simple rectangular regions, as illustrated in Fig. 1. The 
basic idea of the transformation is to make all boundaries 
coincide with coordinate lines in the transformed plane. The 
transformation from the physical plane (x, y) to the tran
sformed plane (£, if) is given by £ = £ (x, y) and i} = rj (x, y), 
where £ and i} are solutions of an elliptic equation with 
Dirichlet boundary conditions of the form 
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[6]. 

Since all numerical computations are performed in the 
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Fig. 1 Boundary-fitted coordinate transformation 

y=x]+y], 
P^x^+y^ 
J=xiyll-xriyi (2c) 

The subscripts £ and JJ in equations (2c) denote first partial 
derivatives with respect to \ and ?j. The quantity J is the 
Jacobian of the transformation. 

For most heat conduction problems in the field of 
mechanical design and manufacturing, it is desirable to 
perform computations in all regions bounded by the outer 
boundary contour. Thus both regions I and II must be 
transformed onto the (£, rj) plane. One such transformation, 
often called the slab form [7], is shown in Fig. 1(b). The inner 
boundary contour 1^ maps onto the rectangular boundary T* 
in the transformed plane, and T2 maps onto r | . In this 
transformation, one boundary contour is divided into two £-
constant coordinate lines and two ^-constant lines. Thus the 
transformed boundary conditions of equation (2) become 

x=xd£b\,nbi), y=y\ikhi,rii,\) on r ,* , 

X=X2(Zb2,rib2), y=.V2^K,VbZ> Oil T 2 * 

where (£w, i?w) represents points on the transformed 
boundary Tf. This transformation retains the essential feature 
that all boundaries arc coincident with coordinate lines. This 
transformation lias been successfully applied to neutron 
diffusion problems in nuclear reactors by Uchikawa [8]. 

(b) Equa'ions of Unsteady Heat Conduction Problem. 

3T\ 
" -)+S (3) 

The unsteady heat conduction equation in the (x, y) plane is 
given by 

dT 3 / 3T\ 3 / , 
PCjrdAkdx) + dy\k3yJ 

where T = temperature, p = mass density, c = specific heat, 
k = thermal conductivity, and S = heat generation rate. The 
boundary condition takes a general form 

c,r(S) + c2n.A-vr(S) = c3 (4) 
where c ; can be chosen to produce specified temperature, 
specified heat flux, or convection boundary conditions, s 
denotes the outer boundary surface, and n is the unit vector 
normal to the surface. 

In general, the following relations hold for the coordinate 
transformation 

_V = J_ dj_ _ _1_ _y 
dx J •y" ag J y* dv 

(5) -^=__L V- + L M. 
dy J ' 3£ + J X( dv 

where/ is an arbitrary function. Equation (3) is transformed 
utilizing the operation of equation (5). The equation ap
plicable in the transformed plane is 

d /a. dT _ 0 

~~ 1 
dT d (a , 3 7 

pel — = — - k — 
dt a f \ j a? •O 

dT 
k-

J oV 
+ JS (6) 

dy \ ] dnj 

where a, 0, y, and J are as stated in equation (2c). All of the 
coefficients a, (3, etc., are calculated as a part of the coor
dinate transformation and are known quantities. It should be 
noted here that the form of equation (6) is independent of the 
methods of coordinate transformation and suitable for ob
taining the difference equations. The boundary condition, 
equation (4) is expressed in the transformed plane as follows 

k ( dT 37") 
c ' r - C 2 j^N-%H at ? = * > 

t r ar 37") 

k r a r 37") 
c 1 r - c 2 7 _ [ T - - ^ j = c 3 at „ = „ k f dT dT} 

' r+C2j^l7a;- /3al] = c 3 a t ij = Tj2 (7) 
dT 

Jy'A t''lhi " 3£ 

The above formulations can be applied to the problems of 
axisymmetric geometry with minor modifications. 

The transformed heat conduction equation (6) with the 
boundary conditions (equation (7)) is solved numerically in 
the ( | , rf) plane by using a finite difference approximation 
with a uniform mesh width. 

3 Applications of the Method 

(a) Simulation of Solidification in Casting. In order to 
demonstrate the actual implementation of the method to 
solution of engineering problems, the method was applied to a 
numerical simulation of solidification in a large steel casting. 

Solidification in castings is one of heat conduction 
phenomena in multiconnected regions with irregular shaped 
boundaries, i.e., between a cast metal region and a mould. In 
the design of casting, it is necessary to avoid shrinkage 
cavities in castings. Presently, occurrence of such cavities are 
predicted in some degree from the temperature gradients at 
the time of solidification [9, 10]. Therefore a detailed 
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Table 1 
1) P r o p e r t y c o n s t a n t s 

cast steel 

m o u l d 

Dens i t y 

( g / c m s ) 

7 3 

1.5 

Therma I 

conductivity 

(W/cm-*C) 

Q 3 3 5 

Q 0 1 2 6 

S p e c i f i c h e a t * 1 ) ( J / g ° C ) 

above 
ISOS'C 

Q 6 7 

16C6"C 1499"C 
- 1 4 9 9 " 0 1 4 S 6 " C 

1 4 . 2 7 8 . 0 0 

1486°C aelow 
-1450"C 1450"C 

3 . 3 2 Q 6 7 

1.1 3 0 

»1) The e f f e c t s of the la tent heat are taken in to account by the v a r i a t i o n 
of s p e c i f i c heat w i t h i n the temperature range of s o l i d i f i c a t i o n (1450— 1 5 0 5 ' C ) 

2 ) Boundary c o n d i t i o n 

Boundary 

c a s t s t e e l - m o u l d 

m o u l d — open a i r 

Gap conductance 

(W/crrf-Q) 

C O 

Q 0 0 2 0 9 

3) I n i t i a l c o n d i t i o n 

c a s t s t e e l 

m o u l d 

Temperature 

CO 

1 5 4 0 

2 0 

(a) Sketch of casting 

numerical simulation of the temperature field during 
solidification is an essential part in castings design. 

The shape of the axisymmetric steel casting studied is 
shown in Fig. 2(a). As shown in Fig. 2(b), melted steel is 
poured into a sand mould. The property data and boundary 
conditions used in the simulation are summarized in Table 1. 
The initial temperatures of the melted steel and the mould are 
1540 and 20°C, respectively. Solidification of the steel begins 
when the temperature reaches 1505°C and finishes at 1450°C. 
One of the important features in solidification is the 
generation of the latent heat of freezing. In the simulation, 
latent heat of freezing was converted into an increase of 
apparent specific heat with the temperature range of 
solidification (1450 ~ 1505°C) [9]. Furthermore, the effects of 
natural convection were ignored in the study. 

The mould is exposed to air at the outer boundary. A 
thermal convection condition is applied at the outer boundary 
between the mould and the open air, except at the top surface 
of the casting, where the adiabatic condition is applied. The 
temperature of the open air is given as 20°C. At the inner 
boundary between the cast steel and mould, it is assumed that 
the perfect contact condition holds, that is, the temperature 
and heat flux are continuous at the boundary. 

z Top surface of casting 

unit; mm 

(b) Cross-section of mould 
Fig. 2 The axisymmetric steel casting chosen for the present 
simulation study 

(b) Control of Curvilinear Coordinate. A trans
formation from the physical (r, z) to the transformed (£, ij) 
plane used in the simulation is indicated in Figs. 3(a) and 3(b). 
The irregular inner boundary between the cast steel and the 
mould in the physical plane (A-B-C-D-E-F-G) is transformed 
to the simple boundary. Assignment of the boundary in the 
transformed plane can be done in an arbitrary manner. In this 
case, the boundary A-B-C is transformed to the straight 
boundary, so that ^-constant coordinate lines in the cast steel 
region lie along the boundary. The resulting curvilinear 
coordinate grids are plotted in Fig. 3(c). In the transformation 
of Fig. 3(c), the coordinate control functions, P(£, i?) and 
Q(k, v) appearing in equation (1), are set to zero. As seen in 
Fig. 3(c), the ^-constant coordinate line just outside the 
boundary A-B-C lies away from the boundary, in particular 
above a concave portion of the boundary near the point B. 

The attraction of coordinate lines to the specified bound
aries or points is accomplished by varying the functions P(£, 
r/) and Q(£, y). For control of the ^-constant lines, the 
following form of the function P( £, 77) was used 

P(£,T,)=-asgn(£-£,)exp(-CI £-£,!) (8) 

- 6sgn(£ - HB) exp( - d4( £ - b ) 2 + (v - VB T2) 
The first term has the effect of attracting ^-constant lines to 
the boundary A-B-C (£ = £1). The second term causes con-
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(a) Physical plane (b) Transformed plane 

A 

ITlMiJrHiH: 
M B 

3ffi 

T ^ ^ 
— H + 

l-lll / -
[ k$$^±±zz 

•~OIIIgy / f i l l p 

~T7TMTIM 1 ritf 
-TOllllillmtf 

(c) Coordinate grids (d) Coordinate grids 

Fig. 3 Boundary-fitted coordinate transformation of the casting 
geometry 

stant lines to be attracted to the point B (£fl, •qB). The 
parameters a, b, c, and d were searched and set to 300, 50, 
9.0, and 1.0, respectively. The resulting curvilinear coordinate 
grids are plotted in Fig. 3(d). In this case, most of the in
constant lines are attracted to the boundary A-B-C, in con-
strast to the case shown in Fig. 3(c). 

In the foregoing coordinate transformation, special caution 
must be paid to the grids near the point E, at which the 
physical boundary is smooth, but the species of coordinate 
lines change. In the solution of equation (6), a special 
procedure was used by defining a local pair of coordinate lines 
at the point E, as discussed in [7]. 

(c) Results for Temperature Field. Variation in the 
temperature field after pouring the melted steel into the 
mould was simulated using the coordinate transformation 
shown in Fig. 3(d). The isothermal lines over the cast steel are 
presented in Fig. 4, at two different times after pouring. 

Solidification begins in the portions facing the boundary 
with the mould, and one hour after pouring, solidification has 
proceeded througout the entire region of the cast. However, 
during solidification, the rate of temperature drop is slow due 
to the latent heat generation. With respect to the shrinkage 
cavities, it has been observed that these usually occur in areas 
where the temperature gradient at the time of solidification is 
below a certain degree (~2°C/cm) [9]. Figure 4(a) shows that 
the temperature field has two peaks, which means that there 
are two points at which the temperature gradient is zero. The 
simulation predicts that shrinkage cavities may occur near the 
region indicated by the dashed circle shown in the figure. To 
avoid these, materials with high thermal conductivity are 
buried in the mould region near the boundary to eliminate this 
area of low temperature gradient. 

-1505 C 
( Start of \ 
V Solidification/ 

1450 C 
/End of \ 
\Solidif ication/ 

1450 C 

(a) t = o.5 hr 

-1505 C 

1450 C 

Fig. 

(b) t = l.o hr 
4 Temperature fields during solidification in the casting. The 

lines is 5°C. The dashed line indicates the region 
. . « , . -. . w . . . r v . u » u . u . . v . ~ ~ U U I i l i g O I H I U M I U U " " " 

spacing of isothermal lines is 5°C. The dashed line 
where shrinkage cavities may occur. 

One of the features of the present solution is that it can treat 
the irregular boundaries accurately, and in particular conserve 
the length or the surface of the boundaries. This feature is 
desirable in predicting the temperature field in castings where 
the influx or outflux of heat at the boundary is essential. This 
application confirms that the present solution is very useful in 
engineering problems. 
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4 Conclusion 
A procedure for numerically solving unsteady heat con

duction problems in two-dimensional, multiconnected regions 
with arbitrarily shaped boundaries has been developed by 
using a boundary-fitted curvilinear coordinate trans
formation. 

Each region with arbitrarily shaped boundaries in the 
physical plane is transformed onto a simply shaped region in 
the transformed plane. The coordinate transformation is 
given as solutions of an elliptic equation with Dirichlet 
boundary conditions. The heat conduction equation is also 
transformed, and solved in the rectangular coordinate system 
where some of the straight coordinate lines represent the 
boundaries, to insure accurate representation of the boundary 
conditions. 

The present solution was applied to predicting the tem
perature fields during solidification in a large steel casting. 
The results demonstrated that it has good potential ap
plicability to solving various engineering problems. Major 
advantages of the present method include geometric ver
satility and automatic generation of coordinate grids, which is 
suitable for implementation to a CAD system. 
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The Latent Heat of Vaporization of a Widely Diverse 
Class of Fluids1 

H. Soumerai.2 The existence of a universal expression in 
the entire domain T, < T< Tc for the scaled latent heat X = 
L/L, in terms of a dimensionless temperature T = (Tc — 
T)/(TC-T,) = UTc-T)/Tc)/l(Tc-T,)/Tc)=t/t, 
demonstrated in this excellent technical note is particularly 
remarkable in view of the fact that some polar fluids are also 
included among the 20 different substances considered in this 
study. Most earlier generalization methods such as [1] and [2] 
systematically exclude strongly polar molecules. 

It might further strengthen their case for the validity of a 
universal expression such as equation (2) if the authors could 
clarify the following points: 

8 What is the estimated accuracy of the data used in this 
study? 

9 It is stated that "less than half" of the latent heat values at 
the triple point, L,, were computed as indicated on p. 253. 
It would be useful to identify exactly which of the 20 fluids 
listed in Table 1 were obtained in this manner. 

9 As the authors of [1] corroborated (footnote p. 3440 of [1]) 
the results obtained along the saturation curves by Riedel 
[2] on the basis of a much larger number of substances 
(more than 100 different fluids arc listed in Table 10, p. 263 
of [2]), it would be desirable to know how the results ob
tained from equation (2) compare with those of Riedel's 
Table 3 on p. 681 of [2]. 

In many two-phase heat transfer applications such as 
nucleate and/or forced convection boiling (or condensation) 
the best correlations proposed to date for the heat transfer 
coefficient h,p are valid with deviations of over 20 to 50 
percent [3-7] or one order of magnitude larger than the 2 to 5 
percent deviation for X shown on p. 253 of Torquato and 
Smith's paper for the two fluids bounding the latent heat 
curve of water. Since the molar latent heat mL (where m is the 
molar weight) and the molar entropy change mL/T are key 
parameters in all two-phase heat transfer correlations [3-9], 
the existence of a universal correlation such as equation (2) 
provides, in spite of insignificant deviations of the order of 2 
to 5 percent, additional support for the validity of the ex
tremely simple and effective methods of generalizations based 
on thermodynamic corresponding states considerations 
proposed in [3-7]. 

It should be further noted that in many normal engineering 
applications, for instance in the case of refrigeration/heat 
pump evaporator designs, the refrigerant will always operate 
above the triple point but significantly below the critical 

'By S. Torquato and P. Smith, published in the February 1984 issue of JOUR
NAL or HEAT TRANSFER, Vol. 106, No. 1, pp. 252-254. 

2Mem. ASME; Private Consultant, CH-5442 Fislisbach, Switzerland 
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from [3a]) 

universal function of reduced pressure P+ (excerpt 

point, i.e., at reduced pressures P+ = P/Pc < < 1 (in order 
to obtain acceptable cycle coefficients of performance) or tit r 
values of 0.5 < T < 1 in the upper range of Fig. 1 when the 
deviations of corresponding states generalizations become 
insignificant [11]. It is then possible to generalize empirical 
data obtained with one reference fluid simply on the basis of 
reduced pressure P+ [3,7] because both the molar latent 
entropy change mL/T and the specific volume ratio v' /v " = 
p" lp' (where p = 1/v = density; ' and " refer respectively to 
the liquid and vapor phase at saturation) can be expressed as 
universal functions of P+ as shown in Figs. 1 and 2, 
reproduced here from [3]. It is evident from Fig. 2 that a 
single common curve can be plotted for all the halogenated 
refrigerants with a negligible error up to the highest reduced 
pressures of 0.2 to 0.3 normally encountered in refrigeration 
cycles. Even a most "dissimilar" polar substance such as 
water deviates only slightly (about 12 percent and less than 5 
percent at reduced pressures of respectively 0.2 and 
< 0.001!), compared to the best accuracy of any correlation 
for hw, from the average universal curve for the halogenated 
refrigerants. It is also noteworthy that the molar latent heat 
generalization method recommended by Riedel (Table 3, p. 
681 of [2]) yields the same results as shown in Fig. 2. 

The significant fact that the molar latent entropy change as 
well as the ratio v' Iv " = p" I' p' are universal functions of P+ 

provides a more fundamental rationale for the validity of the 
thermodynamic generalization methods for two-phase forced 
convection with condensation or evaporation and nucleate 
boiling, when interpreted in the light of classical and 
irreversible thermodynamic considerations or, conversely, 
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Fig. 2 Molar latent entropy as a function ol reduced pressure P + 

(excerpt from [3c]) 

validates the concept and usefulness of alternate entropy-
based heat transfer potentials proposed in [7-10]. 
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Author's Closure 

The authors wish to thank Dr. Soumerai for his interest and 
comments. We offer the following replies to the questions he 
raises: 

We address the question of the accuracy of Vargaftik's data 
on p. 252 and again in our conclusions on p. 254. We consider 
this data source reliable based upon comparison with highly 
accurate data for specific substances. 

The latent heat of vaporization at the triple point, L,, was 
computed as indicated on p. 253 for the following substances: 
ethanol, Freon-12, Freon-22, isooctane, methanol, n-nonane, 
propane, and 1-propanol. The temperature range of 
engineering (and experimental) interest for these fluids is well 
above the triple-point temperature, T,, especially for the 
Freons. 

We have compared our latent-heat correlation with that 
given by Riedel. Riedel's correlation is given in tabular form, 
which requires tedious double interpolation. Our comparison 
shows for a sample often diverse substances (Ar, Kr, Xe, CO, 
C02 , CH4, C6H6, C4F8, and 02) at a dimensionless tem
perature of T = 0.5, a maximum error of -4.18 percent for 
C4F8 using our correlation. An error of over 20 percent for 
C6H6 is obtained using Riedel's correlation, which is highly 
sensitive to the value of the correlation parameter, ak. 

For simplicity and accuracy, we recommend the use of our 
correlation. 

The following errata for Table 1 should be noted: isooctane 
- a6 = +0.91875; 1-propanol - as = +8.64866, a6 = 
-4.26884. 
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ERRATA 
Corrections to "The Effect of Coatings on the Steady-State and Short Time Constriction Resistance for an 
Arbitrary Axisymmetric Flux," by J. R. Dryden, M. M. Yovanovich, and A. S. Deakin, published in the 
FebrualY 1985 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 33-38. 

There are seven places where the "0" symbol should be replaced with the "0" symbol. 

1 2K 2 0 
p.33 R=R 2c - - - - -[l+o(1)J 

7rak 1 1 - K 1 - K a 

l-K 

p.35 I J~=odxj(ax)xL=: d~JlinJo(~X)C~~K)-= 1~Kll+0C~K) 
l-K 

p.36 r 1 r - J1 CO (( a~ ) 2) 
III Jx=o dxj(ax)x J ~=u( I~K) P d~ -~- Jo(~x)O 1-K 

,=o(_a ) 
1-K 

1/;(a) = _a_II +o(_a_) 
1-K 1-K 

In equation (29) replace 0(1) with 0(1). 

p.37 IneqUation38(b)rePlaceo(~:~) withO(~: ~). 

p. 33 In the second column, second line from the top, for 211 - K 01 a read 2(0Ia)/(1 - 1<) 

p. 34 Equation (10) should read 

WI =AeijiZ +Be-ijIZ o>z>o 

p.36 The In(1- k) in the first row of Table 1 should be In(l - 1<) 

p. 37 In the second column, third line from the bottom, for 

2/1 -Kola read 2(0Ia)/(l- 1<) 
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